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Abstract

This work presents a convergence theory for a general class of trust-region-based algorithms for solving the smooth nonlinear programming problem with equality constraints. The results are proved under very mild conditions on the quasi-normal and tangential components of the trial steps. The Lagrange multiplier estimates and the Hessian estimates are assumed to be bounded. In addition, the regularity assumption is not made. In particular, the linear independence of the gradients of the constraints is not assumed. The theory proves global convergence for the class. In particular, it shows that a subsequence of the iteration sequence satisfies one of four types of Mayer-Bliss stationary conditions in the limit. This theory holds for Dennis, El-Alem, and Maciel's class of trust-region-based algorithms.
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1 Introduction

Over the last two decades, trust-region algorithms have enjoyed a good reputation on the basis of their remarkable numerical reliability in conjunction with a sound and complete convergence theory. They have proven to be very effective and robust techniques for solving the unconstrained and the equality constrained optimization problems.
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The first trust-region algorithm was given by Levenberg (1944)\cite{Levenberg44} and later was re-derived by Marquardt (1963)\cite{Marquardt63}. The algorithm was designed for solving nonlinear least-squares problems. Powell (1970)\cite{Powell70} derived from the Levenberg-Marquardt method the first trust-region algorithm for solving the unconstrained minimization problem. Detailed discussion about the Levenberg-Marquardt method can be found in Moré (1977)\cite{More77} and about the trust-region method for solving the unconstrained optimization problem can be found in Dennis and Schnabel (1983)\cite{Dennis83}, Fletcher (1987)\cite{Fletcher87}, and Shultz, Schnabel, and Byrd (1985)\cite{Shultz85}.

Since mid eighties, many authors have considered extending the trust-region idea to the following equality constrained optimization problem

\[
\begin{align*}
\text{(EQ)} & \equiv \begin{cases}
\text{minimize} & f(x) \\
\text{subject to} & C(x) = 0.
\end{cases}
\end{align*}
\]

The functions \( f : \mathbb{R}^n \to \mathbb{R} \) and \( C : \mathbb{R}^n \to \mathbb{R}^m \) are at least twice continuously differentiable, where \( m < n \).

Most trust-region algorithms for solving problem (EQ) try to combine the trust-region idea with the successive quadratic programming (SQP) method. In general, the SQP method iteratively minimizes a quadratic model of the Lagrangian function

\[
\ell(x, \lambda) = f(x) + \lambda^T C(x),
\]

where \( \lambda \) is the Lagrange multiplier vector, subject to a linear approximation of the constraints. At each iteration \( k \), the SQP method obtains a step \( s_k^{QP} \) and an associated Lagrange multiplier step \( \Delta \lambda_k^{QP} \) by solving the following quadratic programming subproblem

\[
\begin{align*}
\text{minimize} & \quad \nabla_x \ell(x_k, \lambda_k)^T s + \frac{1}{2} s^T H_k s, \\
\text{subject to} & \quad C(x_k) + \nabla C(x_k)^T s = 0,
\end{align*}
\]

where \( H_k \) is the Hessian of the Lagrangian function (1.1) at \((x_k, \lambda_k)\) or an approximation to it.

If a trust-region constraint is simply added to the quadratic programming subproblem the resulting trust-region subproblem may be infeasible because the trust-region constraint and the hyperplane \( C(x_k) + \nabla C(x_k)^T s = 0 \) may have no intersecting points. In other words, the two constrained sets may be disjoint. Even if they intersect, there is no guarantee that when the trust-region radius \( \delta_k \) is decreased, the above subproblem remains feasible. Note that, the global convergence of the trust-region methods is based on being able to reduce \( \delta_k \) until the model trust-region subproblem accurately represents the actual problem.

To avoid possible infeasibility in the subproblem, different approaches have been proposed. The first approach is to relax the linear constraints in such a way that the resulting feasible set is non-empty. In particular, the hyperplane \( C(x_k) + \nabla C(x_k)^T s = 0 \) is replaced by the relaxed hyperplane \( \nu_k C(x_k) + \nabla C(x_k)^T s = 0 \), where \( \nu_k \in [0, 1] \). This approach was first suggested by Miele, Huang, and Heideman (1969)\cite{Miele69} in the context of a line-search globalization strategy for solving problem (EQ) (see also Miele, Cragg, and Levy (1971)\cite{Miele71} and Miele, Levy, and Cragg (1971)\cite{Miele71}). It was later used to obtain a feasible trust-region subproblem by Vardi (1985)\cite{Vardi85}, Byrd, Schnabel, and Schultz (1987)\cite{Byrd87}, and El-Hallabi (1993)\cite{El-Hallabi93}.

A major difficulty with this approach lies in the problem of choosing \( \nu_k \) so that a feasible trust-region subproblem is guaranteed. This difficulty makes this approach impractical.

The second approach for resolving this infeasibility was proposed by Celis, Dennis, and Tapia (1985)\cite{Celis85}. They replaced the linear constraints by the quadratic constraint \( \|C(x_k) + \nabla C(x_k)^T s\|_2^2 \leq \theta_k \), where \( \theta_k \) is a
given parameter chosen to ensure that the resulting trust-region subproblem is always feasible. This approach was used by El-Alem (1991)[16] and Powell and Yuan (1991)[38]. The parameter $\theta_k$ is also chosen to ensure a sufficient decrease in the quadratic model of the linearized constraints. This decrease is at least a fraction of the decrease obtained by the Cauchy step, which is defined to be the minimizer of $\|C(x_k) + \nabla C(x_k)^T s\|_2^2$ inside the trust region in the steepest descent direction.

In Celis, Dennis, and Tapia (1985)[11] and El-Alem (1991)[16], the parameter $\theta_k$ was taken to be

$$\theta_k = (1 - \nu)\|C(x_k)\|_2^2 + \nu \|C(x_k) + \nabla C(x_k)^T s_k^C\|_2^2,$$

for some fixed $\nu \in (0, 1)$, where $s_k^C$ is the Cauchy step. In Powell and Yuan (1991)[38], the choice of $\theta_k$ was

$$\theta_k = \{\min \|C(x_k) + \nabla C(x_k)^T s\|_2^2 : \nu \delta_k \leq \|s\|_2 \leq \bar{\nu} \delta_k\},$$

where $0 < \nu \leq \bar{\nu} \leq 1$ and $\delta_k$ is the trust region radius.

A major disadvantage with this approach lies in the fact that the resulting trust-region subproblem has two quadratic constraints, so that there is no efficient algorithm for finding a good approximation to the solution of this subproblem. Although, Williamson (1990)[42] has attempted to produce an efficient algorithm by computing an inexact solution of the subproblem and others have suggested algorithms to solve special cases of this subproblem (see El-Alem and Tapia (1995)[19], Yuan (1988)[43] and (1990)[44], and Zhang (1992)[47]), the results are not in general satisfactory. This approach will remain impractical until an efficient way of solving the trust-region subproblem is discovered.

The reduced Hessian technique is another approach to overcoming the difficulty of having an infeasible trust-region subproblem. The approach was suggested by Byrd (1987)[8] and Omojokun (1989)[34]. In this approach, the trial step $s_k$ is decomposed into two components, the tangential component $s_k^T$ and the normal component $s_k^N$. The step $s_k^T$ is computed by solving the following trust-region subproblem

$$\begin{align*}
\text{minimize} \quad & \|C(x_k) + \nabla C(x_k)^T s^T\|_2^2, \\
\text{subject to} \quad & \|s^T\|_2 \leq \nu \delta_k, 
\end{align*}$$

for some $\nu \in (0, 1)$. The tangential component $s_k^T$ is then obtained by solving another trust-region subproblem. Let $Z_k$ be a matrix that forms an orthonormal basis for the null space of $\nabla C(x_k)^T$ and let $s_k^T = Z_k \tilde{s}_k^T$. The step $\tilde{s}_k^T$ is computed by solving the following trust-region subproblem

$$\begin{align*}
\text{minimize} \quad & \|Z_k^T (\nabla x \ell(x_k, \lambda_k) + H_k s_k^N)\|_2^2 + \frac{1}{2} (\tilde{s}_k^T)^T Z_k^T H_k Z_k \tilde{s}_k^T, \\
\text{subject to} \quad & \|Z_k \tilde{s}_k^T\|_2^2 \leq \delta_k^2 - \|s_k^N\|_2^2, 
\end{align*}$$

The trial step $s_k$ has the form $s_k = s_k^T + Z_k \tilde{s}_k^T$.

This approach has been used by many authors. See, for example, Alexandrov (1993)[1] and [2], Alexandrov and Dennis (1994)[3], Biegler, Nocedal, and Schmid (1995)[4], Dennis and Vicente (1994)[14], El-Alem (1995)[17], and (1996)[18], Lalee (1993)[22], Lalee, Nocedal, and Plantenga (1993)[23], Maciel (1992)[25], Plantenga (1995)[35], Vicente (1996)[41], and Zhang and Zhu (1990)[46].

One of the advantages of this approach is that the two trust-region subproblems are similar to the trust-region subproblem for the unconstrained case.

Dennis, El-Alem, and Maciel (1997)[12] have considered a general class of trust-region based algorithms for solving problem (EQ). In their algorithms, the two components of the trial step are not necessarily orthogonal. We present this class of algorithms in the next section.
In unconstrained optimization, the use of a trust-region has made it possible to make strong guarantees of convergence. In particular, to guarantee global convergence, it is not necessary to require that the Hessian approximation be positive definite or even well conditioned, but only that it be uniformly bounded. To ensure global convergence, the step is required only to satisfy the fraction-of-Cauchy decrease condition; that is, the step must produce at least a fraction of the decrease obtained by the Cauchy step.

Powell (1975)[37] proved a powerful theorem. He showed that if the sequence of iterates generated by the algorithm satisfies the fraction-of-Cauchy decrease condition and if the sequence of Hessian approximations is bounded, then
\[
\liminf_{k \to \infty} \| \nabla f(x_k) \|_2 = 0.
\]

Powell's theorem does not prove convergence to a solution of the unconstrained problem. It only proves that a subsequence of the sequence of gradients of the objective function converges to zero. The strength of this result, however, comes from the weak assumptions imposed on the sequence of local models. Detailed discussion about the convergence results of trust-region algorithms for unconstrained optimization can be found in Carter (1986)[10], Moré (1983)[33], and Shultz, Schnabel, and Byrd (1985)[39].

Many authors have established global convergence results for algorithms that have been suggested for solving problem (EQ). The author in (1991)[16] and Powell and Yuan (1991)[38] have proved global convergence for variants of the Celis, Dennis, and Tapia trust-region algorithm by showing that
\[
\liminf_{k \to \infty} \{ \| Z_k^T \nabla f(x_k) \|_2 + \| C(x_k) \|_2 \} = 0,
\]

Analogous to Powell's theorem for the unconstrained case, Dennis, El-Alem, and Maciel (1992)[12] proved for their class of algorithms that,
\[
\liminf_{k \to \infty} \{ \| W_k^T \nabla f(x_k) \|_2 + \| C(x_k) \|_2 \} = 0,
\]
where $W_k$ is a matrix that forms a basis (not necessarily orthogonal) for the null space of $\nabla C(x_k)^T$.

In Dennis, El-Alem, and Maciel's class of algorithms, the local model of the problem is generally taken to be a linear model of the constraints and a quadratic model of the Lagrangian function. The information in the local model depends on the Lagrange multiplier estimates as well as the second-order information. Analogous to Powell's theorem, Dennis, El-Alem and Maciel only require the boundedness of the sequences of model Lagrange multipliers and Hessians. The results of Dennis, El-Alem, and Maciel were proved under very mild conditions on the quasi-normal and tangential components of the trial steps. However, their results were proved under the linear independence assumption.

In this paper, we reduce Dennis, El-Alem, and Maciel's assumptions even further and yet obtain similar global convergence results. In our theory, the linear independence assumption on the gradients of the constraints is not made. Our theory is so general that it holds for any algorithm that uses the augmented Lagrangian as a merit function, the El-Alem scheme for updating the penalty parameter [16], and bounded Lagrange multiplier and Hessian estimates.

The following notations are used throughout the rest of the paper. The sequence of points generated by the algorithm is denoted by $\{(x_k, \lambda_k)\}$. We abbreviate $f(x_k)$ as $f_k$, $\ell(x_k, \lambda_k)$ as $\ell_k$, and so on. However, $f(x)$ is not abbreviated when emphasizing the dependence of $f$ on $x$. We use the same symbol 0 to denote the real number zero, the zero vector, and the zero matrix. Finally, all norms used in this paper are $l_2$-norms.
The organization of the paper is as follows. In Section 2, we present in detail all the components of the general class of trust-region-based algorithms suggested by Dennis, El-Alem, and Maciel (1997)[12]. An overall summary of the class is presented at the end of this section. In Section 3, we state the assumptions under which we prove global convergence. The main results of this paper show that the algorithm generates a sequence of iterates that has a subsequence that asymptotically satisfies one of four types of stationary conditions for problem (EQ). In Section 4, we identify these conditions, state their definitions, and demonstrate some of their properties. In Section 5, we state our main global convergence results. Our convergence theory is presented in Sections 6-8. Finally, Section 9 contains concluding remarks.

2 General Trust-Region-Based Algorithms

In this section, we present the class of algorithms suggested by Dennis, El-Alem, and Maciel (1992)[12] for solving problem (EQ). This is a general class of trust-region-based algorithms. The basic idea of the trust-region algorithms is as follows. Approximate the problem by a model trust-region subproblem. The trial step is obtained by solving this subproblem. Test for accepting or rejecting the trial step and update the trust-region radius accordingly. If the step is rejected, decrease the radius of the trust region and compute another one using the new value of the trust-region radius. To test the trial steps, a merit function must be employed. Such a merit function often involves a parameter, usually called the penalty parameter. This parameter is updated using an updating scheme. More details about the trust-region method for constrained optimization can be found in Dennis, El-Alem, and Maciel (1992)[12].

In any trust-region algorithm for solving problem (EQ), there are four important issues to be considered. At each iteration $k$, we must first compute a trial step, and we address this issue in Section 2.1. Once the step is computed, we will need a criteria for accepting the trial step. Section 2.2 is devoted for this subject. To test the step, the penalty parameter needs to be updated. We address this issue in Section 2.3. Finally, we need a procedure for updating the trust-region radius and it is presented in Section 2.4. An overall summary of the algorithm is presented in Section 2.5.

2.1 Computing a Trial Step

We do not present a particular way for computing the trial steps. Instead, we present some conditions the steps must satisfy. Let $s_k$ be decomposed into two components: the tangential component $s_k^T$ and the quasi-normal component $s_k^N$. The trial step will then have the form $s_k = s_k^T + s_k^N$. Observe that the two components of the trial step are not necessarily orthogonal.

Dennis, El-Alem, and Maciel require that the quasi-normal component $s_k^N$ of the trial step satisfy, at every iteration $k$,

$$
\|s_k^N\| \leq K\|s_k\|,
$$

where $K$ is a positive constant. This condition is needed to obtain Dennis, El-Alem, and Maciel's global convergence results. It can be viewed as a relaxation to the orthogonality condition of $s_k^N$ and $s_k^T$.

Because we do not assume linear independence of the gradients of the constraints, $\nabla C_k C_k = 0$ does not necessarily imply that $C_k = 0$. For this reason, we modify condition (2.1) to be

$$
\|s_k^N\| \leq K\|s_k^T\|,
$$
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where \( s_k^{mn} \) is the minimum-norm solution of

\[
\begin{align*}
\text{minimize} & \quad \| \nabla C_k^T s + C_k \|^2 \\
\text{subject to} & \quad \| s \| \leq \tau \delta_k,
\end{align*}
\]

for some \( \tau \in (0, 1) \), where \( \delta_k \) is the trust-region radius.

As stated in Section 5.1 of [12], we do not suggest choosing \( K \) and enforcing condition (2.2). Rather, we suggest that (2.2) results naturally from any reasonable algorithm for computing a step \( s_k^n \).

If \( C_k \neq 0 \), then the quasi-normal component \( s_k^n \) of the trial step is required to produce at least a fraction of the decrease in the quadratic model of the linearized constraints obtained by the Cauchy step. The Cauchy step \( s_k^{cp} \) is the step that solves the following problem:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| \nabla C_k^T s + C_k \|^2 \\
\text{subject to} & \quad \| s \| \leq \tau \delta_k \\
& \quad s = -n_k^{cp} \nabla C_k C_k, \quad n_k^{cp} > 0.
\end{align*}
\]

So, the quasi-normal component \( s_k^n \) is chosen such that it satisfies for some \( r_1 \in (0, 1) \),

\[
\| C_k \|^2 - \| C_k + \nabla C_k^T s_k^n \|^2 \geq r_1 \{ \| C_k \|^2 - \| C_k + \nabla C_k^T s_k^{cp} \|^2 \}.
\]

We note here that the Cauchy step defined above satisfies condition (2.2) for some \( K > 0 \).

Now we use the quasi-normal component to choose a linear manifold \( \mathcal{M}_k \), parallel to the null-space of the constraints. Let \( \mathcal{M}_k = \{ s : \nabla C_k^T s = \nabla C_k^T s_k^n \} \). We select the tangential component from \( \mathcal{M}_k \). Observe that, the intersection of \( \mathcal{M}_k \) and the set \( \{ s : s = s' + s_k^n : \| s \| \leq \delta_k \} \) is not empty.

On the manifold \( \mathcal{M}_k \), we consider the quadratic model \( q_k(s) \) of the Lagrangian function (1.1) given by

\[
q_k(s) = \ell_k + \nabla_x \ell_k^T s + \frac{1}{2} s^T H_k s.
\]

Let \( W_k \) be a matrix whose columns form a basis for the null space of \( \nabla C_k^T \). Then, when \( W_k^T \nabla q_k(s_k^n) \neq 0 \), the tangential component \( s_k^n \) is taken to be any step that satisfies the fraction of Cauchy decrease condition from \( s_k^n \) on \( q_k(s) \) reduced to \( \mathcal{M}_k \). That is, the trial step \( s_k = s_k^t + s_k^n \in \mathcal{G}_k \cap \mathcal{M}_k \), where

\[
\mathcal{G}_k = \{ s = s' + s_k^n : \| s \| \leq \delta_k, \quad q_k(s_k^n) - q_k(s) \geq r_2 [q_k(s_k^n) - q_k(s_k^n - t_k^{cp} W_k W_k^T \nabla q_k(s_k^n))] \}.
\]

The constant \( r_2 \in (0, 1] \) and \( t_k^{cp} \) are given by

\[
t_k^{cp} = \begin{cases} \\
\delta_k \frac{\| W_k^T \nabla q_k(s_k^n) \|^2}{\| W_k^T \nabla q_k(s_k^n) \|^2} & \text{if } \frac{\| W_k^T \nabla q_k(s_k^n) \|^2}{\| W_k^T W_k \nabla q_k(s_k^n) \|^2} \leq \delta_k \\
\delta_k \frac{\| W_k^T \nabla q_k(s_k^n) \|^2}{\| W_k^T W_k \nabla q_k(s_k^n) \|^2} & \text{if } \frac{\| W_k^T \nabla q_k(s_k^n) \|^2}{\| W_k^T W_k \nabla q_k(s_k^n) \|^2} > \delta_k \\
\end{cases}
\]

where \( \tilde{H}_k = W_k^T H_k W_k \) is the reduced Hessian matrix and \( \delta_k \) is the maximum length of the step allowed inside the set \( \mathcal{M}_k \cap \{ s = s' + s_k^n : \| s \| \leq \delta_k \} \) in the negative reduced gradient direction \( -W_k^T \nabla q_k(s_k^n) \).

Once the trial step is computed, an estimate for the Lagrange multiplier \( \lambda_{k+1} \) is needed to determine whether the computed trial step will be accepted. Again, we will not present a particular way for computing the Lagrange multiplier. Instead, we impose a condition on the estimates of the Lagrange multiplier that is needed to prove global convergence. The sequence \( \{ \lambda_k \} \) of Lagrange multiplier estimates is required to be bounded. So, any approximation to the Lagrange multiplier vector that produces a bounded sequence can be used. For example, setting \( \lambda_k \) to a fixed vector (or even the zero vector) for all \( k \) is valid.
2.2 Testing the Trial Steps

Let $s_k$ be a trial step computed by the algorithm and let $\lambda_{k+1}$ be an estimate of the Lagrange multiplier vector. We test whether the point $(x_k + s_k, \lambda_{k+1})$ will be taken as a next iterate. In order to do this, a merit function is needed. We use, as a merit function, the augmented Lagrangian

$$\Phi(x, \lambda; \rho) = f(x) + \lambda^T C(x) + \rho ||C(x)||^2,$$

where $\rho$ is the penalty parameter.

The actual reduction in the merit function in moving from $(x_k, \lambda_k)$ to $(x_k + s_k, \lambda_{k+1})$ is defined to be

$$Ard_k = \Phi(x_k, \lambda_k; \rho_k) - \Phi(x_k + s_k, \lambda_{k+1}; \rho_k).$$

This can be written as

$$Ard_k = \ell(x_k, \lambda_k) - \ell(x_k + s_k, \lambda_k) - \Delta \lambda_k^T C(x_k + s_k) + \rho_k [ ||C_k||^2 - ||C(x_k + s_k)||^2],$$

where $\Delta \lambda_k = \lambda_{k+1} - \lambda_k$. The predicted reduction has the form:

$$Pred_k = -\nabla \ell(x_k^T s_k + \frac{1}{2} s_k^T H_k s_k - \Delta \lambda_k^T [C_k + \nabla C_k^T s_k] + \rho_k [ ||C_k||^2 - ||C_k + \nabla C_k^T s_k||^2].$$

The acceptable step should be the step that produces a decrease in the merit function $\Phi$. To test for this, the predicted reduction has to be forced to be greater than zero by increasing the value of the penalty parameter if necessary. This takes us to the following section.

2.3 Updating the Penalty Parameter

For updating the penalty parameter, Dennis, El-Alem, and Maciel (1992)[12] used a scheme proposed by the author [16]. This scheme ensures that the merit function is predicted to be decreased at each iteration by at least a fraction of the Cauchy decrease in the quadratic model of the linearized constraint. This indicates compatibility with the fraction of Cauchy decrease condition imposed on the quasi-normal component of the trial steps.

It is noteworthy that, since no regularity is assumed, there is no guarantee that when $||C_k||^2 - ||\nabla C_k^T s_k + C_k||^2 = 0$, we have $Pred_k \geq 0$. Therefore, it could happen that $||C_k||^2 - ||\nabla C_k^T s_k + C_k||^2 = 0$ and $Pred_k < 0$. In this case, the algorithm should be terminated because it is an infeasible stationary point of the constraints as we will show in Section 4. We write our way of updating the penalty parameter in algorithmic form as follows.

Algorithm 2.1 Updating the Penalty Parameter

1. Initialization

   Set $\rho_{-1} = 1$ and choose a small constant $\hat{\rho} > 0$.

2. At the current iterate $x_k$, after $s_k$ has been chosen:

   set $\rho_k = \rho_{k-1}$.

   a) If $Pred_k \leq 0$ and $||C_k||^2 - ||\nabla C_k^T s_k + C_k||^2 = 0$ then terminate.
b) If \( \text{Pred}_k < \frac{\rho_k}{2}[\|C_k\|^2 - \|\nabla C_k^T s_k + C_k\|^2] \), then set

\[
\rho_k = \frac{2[q_k(s_k) - q_k(0)] + \Delta \lambda_k^T(C_k + \nabla C_k^T s_k)}{\|C_k\|^2 - \|\nabla C_k^T s_k + C_k\|^2} + \hat{\rho}.
\]

The initial choice of the penalty parameter \( \rho_{-1} \) is arbitrary. However, it should be chosen such that it is consistent with the scale of the problem. Here, for convenience, we take \( \rho_{-1} = 1 \).

An immediate consequence of the above algorithm is that, at the current iteration, either the point \( x_k \) is an infeasible stationary point of the constraints (see Section 4) and the algorithm terminates from Step 2-(a) of the above algorithm or

\[
\text{Pred}_k \geq \frac{\rho_k}{2}[\|C_k\|^2 - \|C_k + \nabla C_k^T s_k\|^2].
\]

### 2.4 Updating the Trust-Region Radius

After computing a trial step and updating the penalty parameter, we test the step and accept it only if the actual reduction is greater than some fraction of the predicted reduction. That is, we accept the step \( s_k \) if \( \frac{\text{Ared}_k}{\text{Pred}_k} \geq \eta_1 \) where \( \eta_1 \in (0, 1) \). Otherwise, we reject the step and decrease the radius of the trust region by setting \( \delta_k = \alpha_1||s_k|| \), where \( \alpha_1 \in (0, 1) \).

From the theoretical point of view, a proof of global convergence requires that the trust-region radius be decreased when the trial step is rejected. On the other hand, when the step is accepted, the radius of the trust region must increase or remain the same. However, \( \delta_{\text{min}} \leq \delta_{k+1} \) is required once the trial step \( s_k \) is accepted, where \( \delta_{\text{min}} \) is a pre-specified constant. In short, \( \delta_k \) can be reduced below \( \delta_{\text{min}} \) while seeking an acceptable step, but \( \delta_{\text{min}} \leq \delta_{k+1} \) must hold at the beginning of the next iteration after finding an acceptable step. The analysis also requires that, for all \( k \), \( \delta_k \leq \delta_{\text{max}} \), where \( \delta_{\text{max}} \) is another pre-specified constant such that \( \delta_{\text{min}} \leq \delta_{\text{max}} \). We present the way of updating the trust-region radius used by Dennis, El-Alem, and Maciel (1992)[12] in this algorithm.

#### Algorithm 2.2 Evaluating the Step and Updating the Trust-Region Radius

Given the constants: \( 0 < \alpha_1 < 1 < \alpha_2 \), \( 0 < \eta_1 < \eta_2 < 1 \), and \( \delta_{\text{max}} \geq \delta_k \geq \delta_{\text{min}} > 0 \).

**While** \( \frac{\text{Ared}_k}{\text{Pred}_k} < \eta_1 \)

Reduce the trust-region radius: \( \delta_k \leftarrow \alpha_1||s_k|| \), and compute a new trial step \( s_k \).

**End while**

**If** \( \eta_1 \leq \frac{\text{Ared}_k}{\text{Pred}_k} < \eta_2 \) **then**

Accept the step: \( x_{k+1} = x_k + s_k \).

Set the trust-region radius: \( \delta_{k+1} = \max\{\delta_k, \delta_{\text{min}}\} \).

**End if**

**If** \( \frac{\text{Ared}_k}{\text{Pred}_k} \geq \eta_2 \) **then**

Accept the step: \( x_{k+1} = x_k + s_k \).

Increase the trust-region radius: \( \delta_{k+1} = \min\{\delta_{\text{max}}, \max\{\delta_{\text{min}}, \alpha_2\delta_k\}\} \).
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End if

After accepting the step and updating the trust region radius, the approximate Hessian matrix $H_k$ must be updated. Our theory requires the sequence $\{H_k\}$ of approximate Hessians be bounded. Thus, the exact Hessians or any approximation scheme that produces a bounded sequence of Hessians can be used. For instant, setting $H_k = 0$ for all $k$, is valid.

Since we do not specify a particular way for computing $W_k$, it is required that $\{|W_k|\}$ be bounded and the sequence of smallest singular values of the matrices $W_k$, $k = 1, 2, ...$ be bounded away from zero.

Finally, the algorithm is terminated when $\|W_k^T \nabla t_k\| + \|\nabla C_k C_k\| \leq \epsilon_{tol}$, for some $\epsilon_{tol} > 0$. Observe that, we use $\|\nabla C_k C_k\|$ instead of $\|C_k\|$ because the columns of $\nabla C_k$ may be linearly dependent. This implies that the algorithm may terminate at a point $x_k$ that satisfies $\nabla C_k C_k = 0$ but does not satisfy $C_k = 0$.

2.5 Summary of the Algorithm

We present a summary of the DEM class of trust-region-based algorithms for solving problem (EQ).

Algorithm 2.3 The Trust-Region Algorithm.

Step 0. (Initialization)

Given $x_0$, $\lambda_0$, compute $W_0$.
Choose $\alpha_1$, $\alpha_2$, $\eta_1$, $\eta_2$, $\epsilon_{tol}$, $\bar{\rho}$, $\delta_{min}$, $\delta_0$, and $\delta_{max}$, such that $0 < \alpha_1 < 1 < \alpha_2$, $0 < \eta_1 < \eta_2 < 1$, $\epsilon_{tol} > 0$, $\bar{\rho} > 0$, and $\delta_{min} \leq \delta_0 \leq \delta_{max}$.
Set $\rho_{-1} = 1$ and $k = 0$.

Step 1. (Test for convergence)

If $\|W_k^T \nabla t_k\| + \|\nabla C_k C_k\| \leq \epsilon_{tol}$ then terminate.

Step 2. (Compute a trial step)

If $x_k$ is feasible then

a) find a step $s_k^1$ that satisfies a fraction of Cauchy decrease condition on the quadratic model $q_k(s)$ of the Lagrangian around $x_k$. (See Section 2.1.)
b) Set $s_k = s_k^1$.

else \( (*) C(x_k) \neq 0 \) \(* \)

a) Compute a quasi-normal step $s_k^n$ that satisfies a fraction of Cauchy decrease condition on the quadratic model of the linearized constraints. (See Section 2.1.)
b) If $W_k^T \nabla q(s_k^n) = 0$ then set $s_k^1 = 0$
else find $s_k^1$ that satisfies a fraction of Cauchy decrease condition on the quadratic model $q_k(s_k^n + s)$ from $s_k^n$. (See Section 2.1.)
End if

c) Set $s_k = s_k^n + s_k^1$.

End if
Step 3. (Update $\lambda_k$)

Choose an estimate $\lambda_{k+1}$ of the Lagrange multiplier vector. Set $\Delta \lambda_k = \lambda_{k+1} - \lambda_k$.

Step 4. (Update the penalty parameter)

Update $\rho_{k-1}$ to obtain $\rho_k$ by using Algorithm 2.1.

Step 5. (Evaluate the step)

Evaluate the step and update the trust-region radius by using Algorithm 2.2.

If the step is accepted

then update $H_k$, set $k = k + 1$, and go to Step 1.

else go to Step 2.

End if

Because we do not assume that the columns of $\nabla C_k$ are linearly independent, another condition for terminating the algorithm should be added. For example, the following condition can be tested at the end of Step 2 of the above algorithm: if $\|s_k\| \leq \varepsilon_{tol}$ then terminate. The reason for that will be clear when we proceed with the paper. More details are given in Section 9.

3 General Assumptions

Let $\Omega$ be a convex subset of $\mathbb{R}^n$ that contains all of $x_k$ and $x_k + s_k$ for all trial steps $s_k$ examined in the course of the algorithm. On the set $\Omega$, we assume:

A1) $f$ and $C$ are twice continuously differentiable for all $x \in \Omega$.

A2) $f(x), \nabla f(x), \nabla^2 f(x), C(x), \nabla C(x)$, and $\nabla^2 C_i(x)$ for $i = 1, \ldots, m$ are uniformly bounded in $\Omega$.

A3) The sequence of Lagrange multiplier vectors $\{\lambda_k\}$ is bounded.

A4) If approximations to the Hessian matrices are used, then we require that the matrices $H_k, k = 1, 2, \ldots$ be uniformly bounded in norms.

A5) The sequence $\{\|W_k\|\}$ is bounded and the sequence of smallest singular values of the matrices $W_k, k = 1, 2, \ldots$ is bounded away from zero.

The above are the assumptions under which we prove global convergence. Observe that they do not include the assumption of the linearly independence of the gradients of the constraints, a commonly used assumption by many researchers.

An immediate consequence of the above assumptions is the existence of positive constants $b$ and $b_1$, such that for all $k$,

\begin{equation}
\|\nabla C_k C_k\| \leq b
\end{equation}

and

\begin{equation}
\|W_k^T H_k\| \leq b_1.
\end{equation}


4 Stationary Points

In this section, we give definitions to four types of stationary points, show some of their properties, and show some relations between them. The terminology used in this section follows Burke (1991)[6] and (1992)[7] and Yuan (1995)[45].

Definition 4.1 First-order point
A point $x_\ast \in \mathbb{R}^n$ is called a first-order point of problem (EQ), if it satisfies

\begin{align}
W(x)^T \nabla f(x) &= 0, \\
C(x) &= 0.
\end{align}

Equations (4.1) and (4.2) are called the first-order conditions. If $x_\ast$ solves (4.1), then this implies the existence of $\lambda_\ast$ such that $x_\ast$ and $\lambda_\ast$ satisfy $\nabla f(x) + \nabla C(x)\lambda = 0$.

Definition 4.2 Mayer-Bliss point
A point $x_\ast \in \mathbb{R}^n$ is called a feasible Mayer-Bliss point or simply a Mayer-Bliss point of problem (EQ), if there exist a constant $\gamma_\ast \in \mathbb{R}$ and a Lagrange multiplier vector $\lambda_\ast \in \mathbb{R}^n$ such that $(\gamma_\ast, \lambda_\ast) \neq (0, 0)$ and $x_\ast$, $\gamma_\ast$, and $\lambda_\ast$ satisfy the following conditions

\begin{align}
\gamma \nabla f(x) + \nabla C(x)\lambda &= 0, \\
C(x) &= 0.
\end{align}

Equations (4.3) and (4.4) are called the feasible Mayer-Bliss conditions. See Mayer (1886) [28] and Bliss (1938) [5].

The feasible Mayer-Bliss conditions is the same as the well known Fritz John’s conditions for general nonlinear programming. See Mangasarian (1969)[26].

If $(x_\ast, \gamma_\ast, \lambda_\ast)$ is a feasible Mayer-Bliss point and $\gamma_\ast \neq 0$ then $(x_\ast, \frac{\lambda_\ast}{\gamma_\ast})$ is a first-order point. Conversely, if $(x_\ast, \lambda_\ast)$ is a first-order point then it is a feasible Mayer-Bliss point with $\gamma_\ast = 1$.

Definition 4.3 Infeasible first-order point
An infeasible point $x_\ast \in \mathbb{R}^n$ is called an infeasible first-order point of problem (EQ), if it satisfies

\begin{align}
W(x)^T \nabla f(x) &= 0, \\
\nabla C(x)C(x) &= 0.
\end{align}

Equations (4.5) and (4.6) are called the infeasible first-order conditions for problem (EQ).

Definition 4.4 Infeasible Mayer-Bliss point
A point $x_\ast \in \mathbb{R}^n$ is called an infeasible Mayer-Bliss point if $x_\ast$ satisfies the following conditions

\begin{align}
\nabla C(x)C(x) &= 0, \\
C(x) &= 0.
\end{align}
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Equations (4.7) and (4.8) are called the infeasible Mayer-Bliss conditions.

If \( x_s \) is an infeasible Mayer-Bliss point, then there exist a constant \( \gamma_s \in \mathbb{R} \) and a Lagrange multiplier vector \( \lambda_s \in \mathbb{R}^m \) such that \( (\gamma_s, \lambda_s) \neq (0, 0) \) and \( x_s, \gamma_s, \) and \( \lambda_s \) satisfy the following conditions

\[
\begin{align*}
\gamma \nabla f(x) + \nabla C(x) \lambda &= 0, \\
\nabla C(x) C(x) &= 0.
\end{align*}
\]

If in addition \( \gamma_s \neq 0 \) then \( (x_s, \frac{\lambda_s}{\gamma_s}) \) is an infeasible first-order point.

**Definition 4.5** Stationary conditions

The conditions stated in any of Definitions 4.1-4.4 are called stationary conditions of problem (EQ) and the point that satisfies any of the stationary conditions is called a stationary point.

The following Lemma gives a condition for an infeasible iterate \( x_k \) generated by the algorithm to be a Mayer-Bliss point.

**Lemma 4.6** If at a point \( x_k \) generated by the algorithm \( \|C_k\| \neq 0 \) and

\[
(4.9) \quad \min_{\|s\| \leq s_k} \|C_k + \nabla C_k^T s\|^2 = \|C_k\|^2,
\]

then it is an infeasible Mayer-Bliss point.

**Proof:** Let \( \tilde{q}(s, \mu) = \|C_k + \nabla C_k^T s\|^2 + \mu \|s\|^2 \), where \( \mu \geq 0 \) is the multiplier associated with the trust-region constraint. Because \( \tilde{q}(s, \mu) \) is convex, the local minimizer is a global one. Also, \( \nabla \tilde{q}(s_k, \mu_k) = 0 \) implies that the minimizer satisfies \( \nabla C_k C_k = 0 \). Hence (4.7) holds. This completes the proof.

In the above Lemma, it is easy to see that at the point \( x_k \), the matrix \( \nabla C_k \) does not have full column rank.

It is noteworthy that if the algorithm generates a point \( x_k \) which is an infeasible Mayer-Bliss point and \( Pred_k < 0 \), then the algorithm may not be able to move away from this point. In this case, the algorithm terminates from Step 2(a) of Algorithm 2.1. However, we will proceed with the analysis assuming that this case will not happen.

The following lemma gives conditions for the sequence of iterates generated by the algorithm to have a subsequence that satisfies the feasible Mayer-Bliss conditions in the limit. A similar lemma for a different algorithm was given by Yuan (1995) [45].

**Lemma 4.7** If there exists a subsequence of infeasible iterates \( \{k_j\} \) such that \( \lim_{k_j \to \infty} \|C_{k_j}\| = 0 \) and

\[
(4.10) \quad \lim_{k_j \to \infty} \left\{ \min_{\|s\| \leq s_{k_j}} \frac{\|C_{k_j} + \nabla C_{k_j}^T s\|^2}{\|C_{k_j}\|^2} : \|s\| \leq \|C_{k_j}\| \right\} = 1,
\]

then it satisfies the feasible Mayer-Bliss conditions in the limit.

**Proof:** The above limit is equivalent to

\[
(4.11) \quad \lim_{k_j \to \infty} \left\{ \min_{\|d\| \leq 1} \|U_{k_j} + \nabla C_{k_j}^T d\|^2 \right\} = 1,
\]
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where $U_{k_j}$ is a unit vector in the direction of $C_{k_j}$ and $d = \frac{C_{k_j} \cdot C_{k_j}^T}{||C_{k_j}||^2}$. Let $\tilde{d}_{k_j}$ be a solution to the minimization problem inside the above limit. Then there exists a nonnegative parameter $\mu_{k_j}$ such that

$$\nabla C_{k_j} U_{k_j} + \nabla C_{k_j} C_{k_j}^T \tilde{d}_{k_j} + \mu_{k_j} \tilde{d}_{k_j} = 0$$  \hspace{1cm} (4.12)

and

$$\mu_{k_j} (||\tilde{d}_{k_j}||^2 - 1) = 0.$$  \hspace{1cm} (4.13)

From the optimality of $\tilde{d}_{k_j}$, we have

$$\lim_{k_j \to \infty} \left\{ 2\tilde{d}_{k_j}^T \nabla C_{k_j} U_{k_j} + \tilde{d}_{k_j}^T \nabla C_{k_j} C_{k_j}^T \tilde{d}_{k_j} \right\} = 0.$$  \hspace{1cm} (4.14)

If $\lim_{k_j \to \infty} \tilde{d}_{k_j} = 0$, then from (4.12), we have $\lim_{k_j \to \infty} \nabla C_{k_j} U_{k_j} = 0$. Otherwise, multiply (4.12) from the right by $2\tilde{d}_{k_j}^T$; subtract from (4.14), and use (4.13), we obtain as $k_j \to \infty$, $\nabla C_{k_j}^T \tilde{d}_{k_j} \to 0$ and $\mu_{k_j} \to 0$. This yields

$$\lim_{k_j \to \infty} \nabla C_{k_j} U_{k_j} = 0.$$  \hspace{1cm}

Hence, in both cases, (4.3) holds in the limit with $\gamma = 0$. This shows that the lemma is true. \hfill $\square$

From the above lemma, we can easily see that, for any sequence $\{k_i\}$ that asymptotically satisfies the Mayer-Bliss conditions that are not first-order conditions, the matrix $\nabla C_{k_i}$ does not have full column rank in the limit. So, for any subsequence $\{k_i\}$ of the iteration sequence, if $\{||C_{k_i}||\}$ converges to zero and the corresponding sequence of smallest singular values of $\nabla C_{k_i}$ converges to zero, then it satisfies the Mayer-Bliss conditions in the limit.

Throughout the rest of the paper, we use $\{\sigma_{k_i}\}$ to denote the sequence of smallest singular values of $\nabla C_k$ for all $k \in \{k_i\}$.

In the rest of the paper, we present our convergence results. We start with the following section which summarizes our global convergence results.

## 5 Main Result

In this section, we state the main result of our convergence analysis in order to understand the motivation for the lemmas presented in the next two sections.

**Theorem 5.1** Assume A1-A5, then the sequence of iterates generated by Algorithm 2.3 has a subsequence that satisfies one of the stationary conditions of problem (EQ) in the limit. In particular, it asymptotically satisfies either the infeasible Mayer-Bliss conditions, the feasible Mayer-Bliss conditions, the infeasible first-order conditions, or the first-order conditions.

The above theorem summarizes the main results of this paper. The proof of this theorem is presented in Section 8. The proof needs some intermediate lemmas. They are presented in the following two sections.

## 6 Intermediate Results

In this section, we present some technical lemmas needed in the proof of our main global convergence results.
The following two lemmas use the fact that the steps $s_k^n$ and $s_k^i$ satisfy the fraction of Cauchy decrease condition. They express in a manageable form the pair of fraction of Cauchy decrease conditions imposed on the trial steps.

**Lemma 6.1** Assume A1-A2. Then there exists a positive constant $K_1$ independent of the iterates such that the quasi-normal component of the trial step $s_k^n$ satisfies

$$
(6.1) \quad \|C_k\|^2 - \|C_k + \nabla C_k^T s_k^n\|^2 \geq K_1 \|\nabla C_k C_k\| \min\{\|\nabla C_k C_k\|, \delta_k\}.
$$

**Proof:** If $\nabla C_k C_k = 0$, then $\nabla C_k^T s_k^n = 0$ and the lemma is valid a fortiori.

Assume that $\|\nabla C_k C_k\| > 0$. In this case, the proof follows from the fact that the step $s_k^n$ satisfies the fraction of Cauchy decrease condition and using Assumption A2. For a proof see Powell (1975)[37] or Moré (1983)[33].

From (2.6) and the above lemma, we have, for all $k$

$$
(6.2) \quad \text{Pred}_k \geq \frac{K_1 \rho_k}{2} \|\nabla C_k C_k\| \min\{\|\nabla C_k C_k\|, \delta_k\}.
$$

**Lemma 6.2** Assume A1-A5. Then there exists a positive constant $K_2$ independent of the iterates such that

$$
(6.3) \quad q_k(s_k^n) - q_k(s_k^i) \geq K_2 \|W_k^T \nabla q_k(s_k^n)\| \min\{\|W_k^T \nabla q_k(s_k^n)\|, \delta_k\}.
$$

**Proof:** The proof is similar to the proof of the above lemma. □

The following two lemmas give upper bounds on the difference between the actual reduction and the predicted reduction.

**Lemma 6.3** Assume A1-A4, then there exists a positive constant $K_3$, independent of $k$, such that

$$
(6.4) \quad |\text{Ared}_k - \text{Pred}_k| \leq K_3 \left[ \|s_k\|^2 + \rho_k \|s_k\|^3 + \rho_k \|s_k\|^2 \|C_k\| \right].
$$

**Proof:** See Lemma 6.3 of El-Alem [16]. □

**Lemma 6.4** Assume A1-A4, then there exists a positive constant $K_4$ independent of $k$, such that

$$
(6.5) \quad |\text{Ared}_k - \text{Pred}_k| \leq K_4 \rho_k \|s_k\|^2.
$$

**Proof:** The proof follows directly from the above lemma and the fact that $\rho_k \geq 1$ and $\|s_k\|$ and $\|C_k\|$ are uniformly bounded. □

The following lemma shows that if at any iteration $k$, the point $x_k$ is not a stationary point of the constraints, then the algorithm can not loop infinitely without finding an acceptable step. To state the lemma, we need to introduce one more notation. The $i^{th}$ trial iterate of iteration $k$ is denoted by $k^i$.

**Lemma 6.5** Assume A1-A4. If $\|\nabla C_k C_k\| \geq \varepsilon$, where $\varepsilon$ is any positive constant, then an acceptable step is found after finitely many trials, i.e., the condition $\text{Ared}_{k^j}/\text{Pred}_{k^j} \geq \eta_1$ will be satisfied for some finite $j$.

**Proof:** Since $\|\nabla C_k C_k\| \geq \varepsilon > 0$, then using (6.2) and (6.5), we have

$$
\left| \frac{\text{Ared}_k}{\text{Pred}_k} - 1 \right| = \left| \frac{\text{Ared}_k - \text{Pred}_k}{\text{Pred}_k} \right| \leq \frac{2K_4 \rho_k \|s_k\|^2}{K_1 \varepsilon \min\{\varepsilon, \delta_k\}}.
$$
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Now, as the trial step \( s_{k^j} \) gets rejected, \( \delta_{k^j} \) becomes small and eventually we will have
\[
\left| \frac{\text{Ared}_{k^j}}{\text{Pred}_{k^j}} - 1 \right| \leq \frac{2K_j \delta_{k^j}}{K_1 \varepsilon}.
\]
This inequality implies that after finite number of trials \( (i.e., \text{for } j \text{ finite}) \), the acceptance rule will be met and this completes the proof.

**Lemma 6.6** Assume A1-A5. Let \( j \) and \( k \) be any pair of indices such that \( \rho_{k^j} \) is increased at the \( j^{th} \) trial iterate of the \( k^{th} \) iteration, then there exists \( K_5 > 0 \) that does not depend on \( j \) or \( k \), such that
\[
\rho_{k^j}(\|C_k\| - \|C_k + \nabla C_k^T s_{k^j}\|) \leq K_5 \max\{\|C_k\|, s_{k^j}^{\max}\},
\]
where \( s_{k^j}^{\max} \) is the minimum-norm solution of (2.3) with \( \delta_k = \delta_{k^j} \).

**Proof:** If \( \rho_{k^j} \) is increased at the \( j^{th} \) trial step of the \( k^{th} \) iteration, then it is updated by (2.5). Hence,
\[
\frac{\rho_{k^j}}{2}[\|C_k\|^2 - \|C_k + \nabla C_k^T s_{k^j}\|^2] = [q_k(s_{k^j}) - q_k(0)] + \Delta \lambda_{k^j}^T (C_k + \nabla C_k^T s_{k^j})
\]
\[
+ \frac{\rho}{2}[\|C_k\|^2 - \|C_k + \nabla C_k^T s_{k^j}\|^2] = [q_k(s_{k^j}) - q_k(s_{k^j}^{\max})] + [q_k(s_{k^j}^{\max}) - q_k(0)] + \Delta \lambda_{k^j}^T (C_k + \nabla C_k^T s_{k^j})
\]
\[
+ \frac{\rho}{2}[\|C_k\|^2 - \|C_k + \nabla C_k^T s_{k^j}\|^2] \leq [q_k(s_{k^j}) - q_k(s_{k^j}^{\max})] + \|\nabla \ell_k||\|s_{k^j}^{\max}\| + \frac{1}{2}\|H_k|||s_{k^j}^{\max}\|^2
\]
\[
+ \|\Delta \lambda_{k^j}||\|C_k + \nabla C_k^T s_{k^j}|| + \rho||\nabla C_k C_k||s_{k^j}^{\max}|| + \|\nabla C_k^T||s_{k^j}^{\max}||^2.
\]
The rest of the proof follows by applying (6.3) and (2.2) to the right-hand side, followed by the use of the general assumptions.

From (6.1) and the above lemma, we can write, at any iteration \( k^i \) at which the penalty parameter is increased,
\[
(6.6) \quad \rho_{k^i}\|\nabla C_k C_k\| \min\{\|C_k C_k\|, \delta_{k^i}\} \leq \frac{K_5}{K_1} \max\{\|C_k\|, s_{k^j}^{\max}\},
\]

**Lemma 6.7** Assume A1-A4. If the \( j^{th} \) trial step of a given iteration \( k \) satisfies
\[
(6.7) \quad \|s_{k^j}\| \leq \min\left\{ \frac{1 - \eta_j}{4K_4}, 1 \right\} \|\nabla C_k C_k\|
\]
then the step must be accepted.

**Proof:** The proof is by contradiction. Suppose that (6.7) holds but the step \( s_{k^j} \) is rejected. Then, we have
\[
(1 - \eta_j) < \frac{\text{Ared}_{k^j} - \text{Pred}_{k^j}}{\text{Pred}_{k^j}}.
\]
Substituting from (6.2) and (6.5) and using (6.7), we have
\[
(1 - \eta_j) < \frac{2K_4||s_{k^j}||^2}{K_1||\nabla C_k C_k||s_{k^j}} \leq \frac{1}{2}(1 - \eta_j).
\]
This gives a contradiction and implies that the step must be accepted. This completes the proof of the lemma.

The following lemma is a consequence of the above lemma.
Lemma 6.8 Assume A1-A4. All trial iterates \( j \) of any iteration \( k \) generated by the algorithm satisfy
\[
\delta_{kj} \geq \min \left( \frac{\delta_{\min}}{b}, \frac{\alpha_1 (1 - \eta_1) K_1}{4 K_4}, \alpha_1 \right) ||\nabla C_k C_k||,
\]
where \( b \) is as in (3.1).

Proof: Consider any iterate \( k_1 \). If the previous step was accepted; i.e., \( j = 1 \), then \( \delta_{kj} = \delta_{k1} \geq \delta_{\min} \).
Using (3.1), we can write
\[
\delta_{kj} \geq \frac{\delta_{\min}}{b} ||\nabla C_k C_k||.
\]
Therefore, (6.8) holds in this case.

Now assume that \( j > 1 \). i.e., there exists at least one rejected trial step. Hence, we must have
\[
||s_{kj-1}|| > \min \left( \frac{1 - \eta_1}{4 K_4}, 1 \right) ||\nabla C_k C_k||,
\]
otherwise, we get a contradiction with Lemma 6.7. From the way of updating the trust region, we have
\[
\delta_{kj} = \alpha_1 ||s_{kj-1}|| > \alpha_1 \min \left( \frac{1 - \eta_1}{4 K_4}, 1 \right) ||\nabla C_k C_k||,
\]
Hence the lemma is proved. \( \square \)

The following lemma is used in proving that the sequence \{\( ||\nabla C_k C_k|| \)\} converges to zero. It says that as long as \{\( ||\nabla C_k C_k|| \)\} is bounded away from zero, the sequence of trust-region radii \{\( \delta_k \)\} is bounded away from zero.

Lemma 6.9 Assume A1-A4. Then all trial iterates \( j \) of any iteration \( k \) such that \( ||\nabla C_k C_k|| \geq \varepsilon_0 \), where \( \varepsilon_0 > 0 \), satisfies
\[
\delta_{kj} > K_6,
\]
where \( K_6 \) is a positive constant that depends on \( \varepsilon_0 \) but does not depend on \( k \).

Proof: Taking
\[
K_6 = \varepsilon_0 \min \left( \frac{\delta_{\min}}{b}, \frac{\alpha_1 (1 - \eta_1) K_1}{4 K_4}, \alpha_1 \right),
\]
the proof follows directly from the above lemma. \( \square \)

From (6.6) and Lemma 6.8 and using the general assumptions, we have for all \( k_1 \) at which the penalty parameter is increased
\[
\rho_{kj} ||\nabla C_k C_k||^2 \leq K_7,
\]
where \( K_7 \) is a positive constant that does not depend on \( j \) or \( k \). This inequality is used in studying the convergence of the sequence \{\( ||\nabla C_k C_k|| \)\}. This is the subject of the following section.

7 Stationary Points of the Constraints

The following lemma proves that for the iteration sequence generated by Algorithm 2.3, if \{\( \rho_k \)\} is unbounded, then the sequence \{\( ||\nabla C_k C_k|| \)\} is not bounded away from zero.
Lemma 7.1 Assume A1-A5. If \( \{ \rho_k \} \) is unbounded, then the sequence of iterates generated by the algorithm satisfies
\[
\lim_{k_i \to \infty} \| \nabla C_{k_i} C_{k_i} \| = 0,
\]
where \( \{ k_i \} \) is the sequence of iterates at which the penalty parameter is increased.

Proof: The proof follows directly from the assumption that \( \{ \rho_k \} \) is unbounded and (6.10).

If in addition to the assumptions of the above lemma, we have \( \lim \sup_{k_i \to \infty} \| C_{k_i} \| > 0 \), then the sequence \( \{ k_i \} \) has a subsequence that satisfies the infeasible Mayer-Bliss conditions in the limit.

The following Lemma proves a stronger result when \( \lim_{k_i \to \infty} \| C_{k_i} \| = 0 \).

Lemma 7.2 Assume A1-A5. If \( \{ \rho_k \} \) is unbounded and \( \lim_{k_i \to \infty} \| C_{k_i} \| = 0 \), where \( \{ k_i \} \) is the sequence of iterates at which the penalty parameter is increased, then the iteration sequence satisfies
\[
\lim_{k \to \infty} \| \nabla C_k C_k \| = 0.
\]

Proof: Suppose that \( \lim \sup_{k \to \infty} \| \nabla C_k C_k \| \geq \varepsilon > 0 \). This implies the existence of an infinite subsequence of indices \( \{ k_j \} \) indexing iterates that satisfy \( \| \nabla C_k C_k \| \geq \frac{\varepsilon}{2} \), for all \( k \in \{ k_j \} \).

From Lemma 6.5, there exists an infinite sequence of acceptable steps. Without loss of generality, we assume that all members of the sequence \( \{ k_j \} \) are acceptable iterates.

From Lemma 7.1, \( \lim_{k \to \infty} \| \nabla C_k C_k \| = 0 \), where \( \{ k_i \} \) is the subsequence of the iteration sequence at which the penalty parameter is increased. Therefore, for \( k \) sufficiently large, there are no common elements between the two sequences \( \{ k_i \} \) and \( \{ k_j \} \). For all \( k \in \{ k_j \} \), using (6.2) and Lemma 6.9, we have
\[
\frac{\text{Arcd}_k}{\rho_k} \geq \eta \frac{\text{Prcd}_k}{\rho_k} \geq \eta \frac{\varepsilon K_1}{4} \text{min}[\frac{\varepsilon}{2}, \delta_k] \geq \eta \frac{\varepsilon K_1}{4} \text{min}[\frac{\varepsilon}{2}, K_0],
\]
where \( K_0 \) is as \( K_0 \) in (6.9) with \( \varepsilon_0 \) is replaced by \( \frac{\varepsilon}{2} \). Hence, we have
\[
\frac{\ell_k - \ell_{k+1}}{\rho_k} + \| C_k \|^2 - \| C_{k+1} \|^2 \geq \eta \frac{\varepsilon K_1}{4} \text{min}[\frac{\varepsilon}{2}, K_0] > 0.
\]

On the other hand, for all acceptable steps generated by the algorithm, we have
\[
\frac{\ell_k - \ell_{k+1}}{\rho_k} + \| C_k \|^2 - \| C_{k+1} \|^2 \geq 0.
\]

Let \( k_i \) and \( k_{i+1} \) be two consecutive elements of the sequence \( \{ k_i \} \) such that there exists an iterate \( k \in \{ k_j \} \) between \( k_i \) and \( k_{i+1} \). From (7.3) and (7.4), we can write
\[
\sum_{k \geq k_i}^{k_{i+1} - 1} \frac{\ell_k - \ell_{k+1}}{\rho_k} + \| C_k \|^2 - \| C_{k+1} \|^2 \geq \eta \frac{\varepsilon K_1}{4} \text{min}[\frac{\varepsilon}{2}, K_0] > 0.
\]

Because the value of the penalty parameter is the same for all iterates \( k_i, \ldots, k_{i+1} - 1 \), we have
\[
\frac{\ell_{k_i} - \ell_{k_{i+1}}}{\rho_{k_i}} + \| C_{k_i} \|^2 - \| C_{k_{i+1}} \|^2 \geq \eta \frac{\varepsilon K_1}{4} \text{min}[\frac{\varepsilon}{2}, K_0].
\]
But because $t_k$ is bounded and $\rho_k \to \infty$ as $k \to \infty$, we can write, for $k_i$ sufficiently large

$$
\|C_{k_i}\|^2 - \|C_{k_{i+1}}\|^2 \geq \eta_1 \frac{eK_i}{8} \min\left\{\frac{\varepsilon}{2}, \bar{K}_6\right\} > 0.
$$

This contradicts the assumption that $\lim_{k \to \infty} \|C_k\| = 0$. The supposition is wrong. This proves the lemma. □

When $\{\rho_k\}$ is bounded, we have the following result.

**Lemma 7.3** Assume A1-A4. If $\{\rho_k\}$ is bounded then the sequence of iterates generated by the algorithm satisfies

$$
\lim_{k \to \infty} \|\nabla C_k C_k\| = 0.
$$

*Proof:* The proof is by contradiction. Suppose that $\limsup_{k \to \infty} \|\nabla C_k C_k\| \geq \varepsilon_0 > 0$. This implies the existence of an infinite subsequence of indices $\{k_j\}$ indexing iterates that satisfy $\|\nabla C_k C_k\| \geq \frac{\varepsilon_0}{2}$, for all $k \in \{k_j\}$.

From Lemma 6.5, there exists an infinite sequence of acceptable steps. Without loss of generality, we let all elements of the sequence $\{k_j\}$ be acceptable iterates.

Since $\{\rho_k\}$ is bounded, there exist an integer $\tilde{k}$ and a positive constant $\tilde{\rho}$ such that for all $k \geq \tilde{k}$, $\rho_k = \tilde{\rho}$. Using the general assumptions, this fact implies that $\{\Phi_k\}$ is bounded.

From (6.2) and Lemma 6.9, we have for all $k_j \geq \tilde{k}$

$$
Pred_{k_j} \geq \frac{K_1\tilde{\rho}\varepsilon_0}{4} \min\left\{\frac{\varepsilon_0}{2}, \bar{K}_6\right\} > 0,
$$

where $\bar{K}_6$ is as $K_6$ in (6.9) with $\varepsilon_0$ is replaced by $\frac{\varepsilon_0}{2}$. Using the fact that the steps indexed by any member of the sequence $\{k_j\}$ are acceptable, we have

$$
\Phi_{k_j} - \Phi_{k_{j+1}} = Arcd_{k_j} \geq \eta_1 Pred_{k_j} \geq \eta_1 \frac{K_1\tilde{\rho}\varepsilon_0}{4} \min\left\{\frac{\varepsilon_0}{2}, \bar{K}_6\right\} > 0.
$$

Since $\{\Phi_k\}$ is bounded below, a contradiction arises if we let $k_j$ go to infinity. This proves the lemma. □

The following theorem proves that if $\limsup_{k \to \infty} \|C_k\| > 0$, then the iteration sequence has a subsequence that satisfies the infeasible Mayer-Bliss conditions in the limit.

**Theorem 7.4** Assume A1-A4. If $\limsup_{k \to \infty} \|C_k\| > 0$ then the iteration sequence has a subsequence that satisfies the infeasible Mayer-Bliss conditions in the limit.

*Proof:* Consider first the case when $\{\rho_k\}$ is unbounded. From Lemma 7.1, we have $\lim_{k \to \infty} \|\nabla C_k C_k\| = 0$, where $\{k_i\}$ is the sequence of iterates at which the penalty parameter is increased.

If $\limsup_{k \to \infty} \|C_k\| > 0$, then there exists a subsequence of the sequence $\{k_i\}$ that satisfies the infeasible Mayer-Bliss conditions in the limit.

Now assume that $\lim_{k \to \infty} \|C_k\| = 0$. Then from Lemma 7.2, we have $\lim_{k \to \infty} \|\nabla C_k C_k\| = 0$. On the other hand, because $\limsup_{k \to \infty} \|C_k\| > 0$, there exists a subsequence of the iteration sequence that satisfies the infeasible Mayer-Bliss conditions in the limit.

Now, consider the case when $\{\rho_k\}$ is bounded. From Lemma 7.3, we have $\lim_{k \to \infty} \|\nabla C_k C_k\| = 0$. This limit and the assumption that $\limsup_{k \to \infty} \|C_k\| > 0$ imply the existence of a subsequence of the iteration sequence that satisfies the infeasible Mayer-Bliss conditions in the limit. This completes the proof. □
8 Stationary Conditions

In this section, we answer the following questions. Does the iteration sequence have a subsequence that satisfies the Mayer-Bliss conditions in the limit? If yes, can we identify it? Does the iteration sequence have a subsequence that satisfies the first-order conditions in the limit? If yes, can we identify it? To answer these questions, we need the following three technical lemmas.

The following lemma gives a lower bound on the predicted decrease in the merit function produced by the trial step.

**Lemma 8.1** Assume A1-A5. Then the predicted decrease in the merit function satisfies

\[
\text{Pred}_k \geq \ K_2 \|W_k^T \nabla q_k(s_k^m)\| \min \{ \|W_k^T \nabla q_k(s_k^m)\|, \delta_k \} \\
- K_8 \max \{ \|C_k\|, \|s_k^{mn}\| \} + \rho_k \|C_k\|^2 - \|C_k + \nabla C_k^T s_k\|^2
\]

where \(K_2\) is as in Lemma 6.2 and \(K_8\) is a positive constant independent of \(k\).

**Proof:** The proof is similar to the proof of Lemma 7.6 of Dennis, El-Alem, and Maciel (1997) [12] with (2.2) is used instead of (2.1).

**Lemma 8.2** Assume A1-A5. If at a given iteration \(k^i\), \(\|W_k^T \nabla f_k\| \geq \varepsilon_0\) and \(\max \{ \|C_k\|, \|s_k^{mn}\| \} \leq \beta \delta_{k^i}\), where \(\varepsilon_0\) is a positive constant and \(\beta\) is given by

\[
0 < \beta \leq \min \left\{ \frac{\varepsilon_0}{2b_1 K_0 \delta_{\text{max}}} \frac{K_2 \varepsilon_0}{4K_8} \min \{ \frac{\varepsilon_0}{2b_{\text{max}}}, 1 \} \right\}
\]

where \(K\) is as in (2.2), \(b_1\) is as in (3.2), \(K_2\) is as in (6.3), and \(K_8\) is as in Lemma 8.1, then there exists a positive constant \(K_9\) that depends on \(\varepsilon_0\) but does not depend on \(k\) or \(i\), such that

\[
\text{Pred}_{k^i} \geq \ K_9 \delta_{k^i} + \rho_{k^i} \|C_k\|^2 - \|C_k + \nabla C_k^T s_k\|^2
\]

**Proof:** The proof is similar to the proof of Lemma 7.7 plus the proof of Lemma 7.8 of Dennis, El-Alem, and Maciel (1997) [12].

The above lemma shows that at any iteration \(k^i\) with \(\|W_k^T \nabla f_k\| \geq \varepsilon_0\), if \(\max \{ \|C_k\|, \|s_k^{mn}\| \} \leq \beta \delta_{k^i}\), then the penalty parameter is not increased.

The following lemma bounds \(\|s_k^{mn}\|\) by \(\|C_k\|\) and \(\|C_k\|\) by \(\|\nabla C_k C_k\|\), for any iteration where the smallest singular value of \(\nabla C_k\) is not zero.

**Lemma 8.3** Assume A1 and A2. If there exists a subsequence \(\{k_i\}\) of the iteration sequence such that \(\{\sigma_{k_i}\}\) is bounded away from zero, then all trial iterates \(j\) of any iteration \(k \in \{k_i\}\) satisfy

\[
\|s_{k^j}^{mn}\| \leq K_{10} \|C_k\|
\]

and for any \(k \in \{k_i\}\)

\[
\|C_k\| \leq K_{11} \|\nabla C_k C_k\|
\]

where \(K_{10}\) and \(K_{11}\) are two positive constants that do not depend on \(k\) or \(j\).
Proof: The proof of (8.2) is similar to the proof of Lemma 7.1 of Dennis, El-Alem, and Maciel (1997)[12]. The proof of (8.2) follows from the fact that for all \( k \in \{ k_1 \} \), \( \| C_k \| \leq \| (\nabla C_k^T \nabla C_k)^{-1} \nabla C_k^T \| \| \nabla C_k \| \), followed by the use of the assumptions.

From the above two lemmas, if for the subsequence \( \{ k_i \} \) of the iteration sequence at which the penalty parameter is increased, \( \{ \sigma_{k_i} \} \) is bounded away from zero, and \( \| W_k \| \nabla f_k \| \geq \varepsilon_0 \) for all \( k \in \{ k_i \} \), then

\[
\| C_k \| > \beta_1 \delta_k
\]

holds for all \( k \in \{ k_i \} \), where \( \beta_1 = \max \{ \frac{\beta}{1}, K_{10} \} \beta \) as in Lemma 8.2, and \( K_{10} \) is as in (8.2).

From (6.6), (8.2), and (8.3), if \( \{ k_i \} \) is the sequence of iterates at which the penalty parameter is increased and \( \{ \sigma_{k_i} \} \) is bounded away from zero, then we have for all \( k \in \{ k_i \} \),

\[
\rho_k \| C_k \| \leq K_{12},
\]

where \( K_{12} \) is a positive constant independent of \( k \).

The following theorem studies the behavior of the iteration sequence when \( \{ \| C_k \| \} \) converges to zero and \( \{ \rho_k \} \) is unbounded.

**Theorem 8.4** Assume A1-A5. Assume also that \( \{ \rho_k \} \) is unbounded and \( \{ \| C_k \| \} \) converges to zero. The iteration sequence at which \( \rho_k \) is increased has a subsequence that satisfies either the feasible Mayer-Bliss conditions or the first-order conditions in the limit.

Proof: Let \( \{ k_j \} \) be the iteration sequence at which \( \rho_k \) is increased. Since \( \lim_{k_j \to \infty} \| C_{k_j} \| = 0 \), then if there exists a subsequence of the sequence \( \{ k_j \} \) where the sequence of smallest singular values of \( \nabla C_{k_j} \) converges to zero. Then it satisfies the feasible Mayer-Bliss conditions in the limit and the proof ends here.

Consider the case where \( \{ \sigma_{k_j} \} \) is bounded away from zero. Suppose that, for all \( k \in \{ k_j \} \),

\[
\| W_k \| \nabla f_k \| \geq \varepsilon_0.
\]

From (8.4), we have \( \| C_k \| > \beta_1 \delta_k \), for all \( k \in \{ k_j \} \). But because \( \lim_{k_j \to \infty} \| C_{k_j} \| = 0 \), we have

\[
\lim_{k_j \to \infty} \delta_{k_j} = 0.
\]

The rest of the proof is by contradiction. From the way of updating the trust-region radius, \( \delta_{k_j} \geq \delta_{\min} \).
Therefore, the superscript \( i \neq 1 \) in (8.7). Because \( \delta_{k_j} \geq \delta_{\min} \) and both of \( \delta_{k_j} \) and \( C_{k_j} \) are converging to zero, then for \( k_j \) sufficiently large, there must be an \( m > 1 \) such that \( \| C_{k_j} \| > \beta_1 \delta_{k_j} \) and \( \| C_{k_j} \| \leq \beta_1 \delta_{k_j} \), where \( \beta_1 \) is as in (8.4). Using \( \delta_{k_j} = \alpha_1 \| s_{k_j} \| \) and (8.5), we have

\[
\rho_{k_j} \| s_{k_j} \| \leq \rho_{k_j} \frac{\delta_{k_j} \alpha_1}{\alpha_1} \leq \rho_{k_j} \frac{\| C_{k_j} \|}{\alpha_1 \beta_1} \leq \frac{K_{12}}{\alpha_1 \beta_1}.
\]

From Lemma 6.3 and the above inequality, we have

\[
\left| \text{Red}_{k_j} - \text{Pred}_{k_j} \right| \leq K_3 \left[ 1 + (1 + \beta_1) \rho_{k_j} \| s_{k_j} \| \right] \| s_{k_j} \| \delta_{k_j} \leq K_3 \left[ 1 + (1 + \beta_1) \frac{K_{12}}{\alpha_1 \beta_1} \right] \| s_{k_j} \| \delta_{k_j}.
\]
Also \( \|C_{k_j}\| \leq \beta_1 \delta_{k_j}^{-1} \) implies that \( \max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} \leq \beta_2 \delta_{k_j}^{-1} \). Hence, from Lemma 8.2, we have
\[
\text{Pred}_{k_j}^{-1} \geq K_9 \delta_{k_j}^{-1}.
\]
Therefore, since \( s_{k_j}^{-1} \) was a rejected step,
\[
(1 - \eta_1) < \frac{|\text{Ared}_{k_j}^{-1} - \text{Pred}_{k_j}^{-1}|}{\text{Pred}_{k_j}^{-1}} \leq \frac{K_3 [1 + (1 + \beta_1) \frac{K_6}{\alpha_1} \delta_{k_j}^{-1}]}{K_9}.
\]
Hence, \( \|s_{k_j}^{-1}\| > \frac{K_3 (1 - \eta_1)}{K_3 [1 + (1 + \beta_1) \frac{K_6}{\alpha_1} \delta_{k_j}^{-1}]} \) and we obtain
\[
\delta_{k_j} \geq \alpha_1 \|s_{k_j}^{-1}\| \geq \frac{\alpha_1 K_9 (1 - \eta_1)}{K_3 [1 + (1 + \beta_1) \frac{K_6}{\alpha_1} \delta_{k_j}^{-1}]}.
\]
This means that \( \delta_{k_j} \) is bounded below. Hence \( \{\|C_{k_j}\|\} \) is bounded away from zero. This contradicts the assumption that \( \{\|C_{k_j}\|\} \) converges to zero and means that for \( k_j \) sufficiently large there is no \( m \) such that \( \|C_{k_j}\| > \beta_1 \delta_{k_j}^{-1} \) holds. Hence, all trial iterates \( i \) of \( k_j \) satisfy \( \|C_{k_j}\| \leq \beta_1 \delta_{k_j}^{-1} \). But this contradicts the fact that \( k_j \) is an iterate at which \( A_{k_j} \), for some trial \( i \), is increased. This contradiction implies that the supposition (8.6) was wrong and completes the proof of the theorem.

From the above lemma, we conclude that, if along the subsequence of the iteration sequence at which \( \rho_k \) is increased, the corresponding subsequence of \( \sigma_k \) converges to zero, then it has a subsequence that asymptotically satisfies the feasible Mayer-Bliss conditions. Otherwise, it has a subsequence that satisfies the first-order conditions in the limit.

When \( \{\rho_k\} \) is bounded, there must exist a positive integer \( \bar{k} \) and a positive constant \( \bar{\rho} \) such that for all \( k \geq \bar{k} \), \( \rho_k = \bar{\rho} \). Without loss of generality we will take \( \rho_k = \bar{\rho} \) for all \( k \), whenever we assume that \( \{\rho_k\} \) is bounded.

To study the case when \( \{\rho_k\} \) is bounded, we need the following lemma which is similar to Lemma 6.7.

**Lemma 8.5** Assume A1-A4. Let \( \{\rho_k\} \) be bounded. If at the \( j^{th} \) trial iterate of iteration \( k \), there exists a positive constant \( K_{13} \) independent of \( k \) and \( j \) such that
\[
(8.8) \quad \text{Pred}_{k_j} \geq K_{13} \delta_{k_j}
\]
and if
\[
\|s_{k_j}\| \leq \frac{(1 - \eta_1) K_{13}}{2 K_4 \bar{\rho}},
\]
where \( K_4 \) is as in (6.5), then the step \( s_{k_j} \) must be accepted.

**Proof:** The proof is similar to the proof of Lemma 6.7. □

From the above lemma we can easily conclude that if \( \{\rho_k\} \) is bounded and if at a given iteration \( k \) all its trial iterates satisfy (8.8), then an acceptable step must be found after a finite number of trials.

The following theorem studies the asymptotic behavior of the iteration sequence when \( \{\rho_k\} \) is bounded.

**Theorem 8.6** Assume A1-A5. Assume also that \( \{\rho_k\} \) is bounded and \( \lim_{k \to \infty} \|C_k\| = 0 \). Then the iteration sequence has a subsequence that satisfies either the feasible Mayer-Bliss conditions or the first-order conditions in the limit.
Proof: Assume that there exists an infinite subsequence \( \{k_j\} \) such that 
\[
\max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} \geq \beta \delta_{k_j},
\]
for some trial iterate \( i \) of \( k_j \) and some \( \beta > 0 \). We take \( \beta \) as in Lemma 8.2. If \( \{\sigma_{k_j}\} \) is not bounded away from zero, then there exists a subsequence that satisfies the feasible Mayer-Bliss conditions in the limit.

Let us assume that \( \{\sigma_{k_j}\} \) is bounded away from zero and suppose that 
\[
\|W_k \nabla f_k\| \geq \varepsilon_0 > 0 \quad \text{for all} \quad k \in \{k_j\}.
\]

Because \( \delta_{k_j} \geq \delta_{\min} \) and as \( k_j \to \infty \), both \( \|s_{k_j}^{mn}\| \) and \( \|C_{k_j}\| \) converge to zero, then for \( k \) sufficiently large, there must be an \( m > 1 \) such that 
\[
\max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} > \beta \delta_{k_j} \quad \text{and} \quad \max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} \leq \beta \delta_{k_j},
\]
where \( \beta \) is as in Lemmas 8.2. Note that \( \|s_{k_j}^{mn}\| \leq K_{10} \|C_{k_j}\| \), for all trial iterates \( i \) of iteration \( k_j \), where \( k_j \in \{k_j\} \).

From Lemma 8.2, we have 
\[
P_{k_j} \geq K_9 \delta_{k_j}^{-1}.
\]
Because \( s_{k_j}^{-1} \) is a rejected step, we have using (6.5),
\[
(1 - \eta_i) < \frac{|A_{\text{red}}_{k_j} - P_{k_j}^{-1}|}{P_{k_j}} \leq \frac{K_4 \delta_{k_j}^{-1}}{K_9}.
\]

Hence, \( \|s_{k_j}^{-1}\| > \frac{K_9 \delta_{k_j}^{-1}}{K_4 \delta_{k_j}^{-1}} \). Therefore, \( \delta_{k_j} \) is bounded away from zero. This contradicts the assumption that \( \{\|C_{k_j}\|\} \) converges to zero and means that there is no \( m \) such that 
\[
\max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} > \beta \delta_{k_j}.
\]

Hence, all trial iterates \( i \) of \( k_j \) satisfy 
\[
\max\{\|C_{k_j}\|, \|s_{k_j}^{mn}\|\} \leq \beta \delta_{k_j}.
\]
But this implies, using Lemma 8.2 that 
\[
P_{k_j} \geq K_9 \delta_{k_j}^{-1},
\]
for all trial iterates \( i \) of any iteration \( k \in \{k_j\} \). From the above lemma, there must be an infinite sequence of acceptable trial iterates \( \{k_j\} \). For all acceptable iterates \( \{k_j\} \), we have
\[
\Phi_{k_j} - \Phi_{k_j+1} \geq \eta_i |A_{\text{red}}_{k_j} - P_{k_j}^{-1}| \geq \eta_i K_9 \delta_{k_j}.
\]

If we take the limit as \( k \to \infty \), we obtain
\[
(8.9) \quad \lim_{k \to \infty} \delta_{k_j} = 0.
\]

We show a contradiction by proving that \( \{\delta_{k_j}\} \) is bounded. Using argument similar to that of Lemma 8.5, we conclude that, the trial iterate \( k_j^{-1} \) must satisfy 
\[
\|s_{k_j}^{-1}\| > \frac{(1 - \eta_i) K_9}{2 K_4 \delta_{k_j}^{-1}}.
\]
From the way of updating the trust region radius, we have
\[
\delta_{k_j} = \alpha_1 \|s_{k_j}^{-1}\| > \frac{(1 - \eta_i) K_9}{2 K_4 \delta_{k_j}^{-1}}.
\]
This implies that \( \{\delta_{k_j}\} \) is bounded. Therefore, the supposition is wrong and we have
\[
\lim_{k_j \to \infty} \|W_{k_j} \nabla f_{k_j}\| = 0.
\]

This completes the proof of the theorem. \( \square \)

Let us again state and then prove our main global convergence result, Theorem 5.1.

**Theorem 5.1** Under assumptions A1-A5, the algorithm produces a sequence of iterates that has a subsequence that satisfies either the infeasible Mayer-Bliss conditions, the feasible Mayer-Bliss conditions, the infeasible first-order conditions, or the first-order conditions.

**Proof:** The proof follows immediately from Theorems 7.4, 8.4, and 8.6. \( \square \)
9 Summary and Concluding Remarks

We have established a global convergence theory for the class of trust-region-based algorithms suggested by Dennis, El-Alem, and Maciel [12]. This class of algorithm is characterized by generating steps such that their quasi-normal components satisfy a fraction of Cauchy decrease condition on the quadratic model of the linearized constraints. Furthermore, their tangential components satisfy a fraction of Cauchy decrease condition on the quadratic model of the Lagrangian function associated with the problem, reduced to the tangent space of the constraints. The augmented Lagrangian is used as a merit function. For updating the penalty parameter, a scheme proposed by the author [15] was used.

Because the two components of the trial step are not necessarily orthogonal, an additional condition on the length of the normal component is needed to prove global convergence. Dennis, El-Alem, and Maciel (1997)[12] suggested the condition \( \|s^n_k\| \leq K\|C_k\| \). In this paper, we used \( \|s^n_k\| \leq K\|s^n_k\| \), where \( s^n_k \) is the minimum-norm solution that minimizes \( \|C_k + \nabla C^T_k s\| \) inside the trust region \( \delta_k \). This condition is equivalent to the above condition whenever \( \nabla C_k \) has full column rank and allows the full SQP step to be taken when it is inside the trust region.

As pointed out in Section 2.3, if at a given iteration \( k \) the algorithm generates an infeasible point with \( \|C_k\|^2 - \|C_k + \nabla C_k s_k\|^2 = 0 \), then it may not be able to move away from that point. We pointed out in Lemma 4.6 that in this case the point is necessarily an infeasible Mayer-Bliss point. Probably, if a good estimate of the Lagrange multiplier vector is used every iteration, or at least at this point, then the algorithm moves away from such points. Avoiding Mayer-Bliss points that are not first-order points is an important issue for algorithms that are designed to handle the lack of linear independence in the gradients of the constraints. This issue indeed deserves to be studied.

Because we do not assume that the columns of \( \nabla C_k \) are linearly independent, the iteration sequence may have no subsequence that asymptotically satisfies the first order conditions (see Section 4). In other words, it may be the case that no iterate \( k \) generated by the algorithm satisfies \( \|W_k \nabla f_k\| + \|\nabla C_k C_k\| \leq \varepsilon \). Therefore, another condition for terminating the algorithm should be added. For example, the following condition can be tested at the end of Step 2 of the algorithm. If \( \|s_k\| \leq \varepsilon_{tol} \) then terminate.

The main feature of the global convergence theory presented in this paper is that the gradients of the constraints are allowed to be linearly dependent. We showed that under the general assumptions of Section 3 and without the regularity assumption the iteration sequence has a subsequence that asymptotically satisfies one of four types of stationary conditions. In particular, it asymptotically satisfies either the infeasible Mayer-Bliss conditions, the feasible Mayer-Bliss conditions, the infeasible first-order conditions, or the first-order conditions.

In our theory, we used the assumption that the Lagrange multiplier vector is bounded. Such a reasonable assumption is justified as follows. In practice, if a scheme like the projection formula, for instance, is used for computing the Lagrange multiplier and if the matrix \( \nabla C_k \) is poorly conditioned, the vector \( \lambda_k \) may contain very large numbers. In order to avoid large numbers in certain calculations, the vector \( \lambda \) should be normalized using a scale factor \( \omega = \frac{1}{\max\{1, \|\lambda\|\}} \) and \( \omega \) scales \( f \) and \( \nabla f \) in all expressions where \( \lambda \) appears. Of course, the theory will require that the sequence of scale factors \( \{\omega_k\} \) be bounded away from zero. Fortunately, this is the case unless a subsequence of the iteration sequence asymptotically satisfies either the feasible or the infeasible Mayer-Bliss conditions.
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