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Abstract

Effective strategies for performance analysis and tuning will be essential for the success of data parallel languages such as High-Performance Fortran (HPF) and Fortran D. Since compilers for these languages insert all communication, they have considerable knowledge about a program’s dynamic structure and the relationship between its parallelism and communication. This paper explores how this compiler knowledge can be exploited to support performance evaluation and tuning. First, the compiler itself can use parameterized models to tune the performance of individual program phases; this approach can be effective provided that the compiler can test and handle violations of the model assumptions. Second, by exploiting compiler knowledge and introducing code transformations to improve monitorability, we can collect dynamic performance information that is far more compact than full communication traces, but well suited to the needs of tuning specific communication patterns. Third, we discuss why an understanding of the compiler’s capabilities can be important for effective performance tuning. We use several Fortran 77D benchmark kernels to illustrate these points. Finally, through our studies of these benchmarks, we identify the need for several generally applicable compiler optimizations that improve communication and computation overlap.

1 Introduction

Data parallel languages such as High-Performance Fortran (HPF) [9, 15] and Fortran D [11] have attracted considerable attention as promising languages for writing portable parallel programs. These languages support an abstract model of parallel programming in which users annotate a single-threaded program with data layout directives and a sophisticated compiler uses the directives to derive a single-program-multiple-data (SPMD) parallel program. The principal benefit of such abstract parallel languages is that they shield programmers from the intricacies of concurrent programming and managing distributed data.

Since the motivation for exploiting parallel architectures is to solve problems quickly, effective techniques for performance analysis and tuning of data parallel programs will be essential for these languages to achieve widespread acceptance. The fact that compilers for these languages manage both the physical parallelism and the communication presents both challenges and opportunities for performance evaluation. Because performance tools must relate information regarding the compiler-generated SPMD parallel code back to the original single-threaded source in a meaningful way, performance analysis of these languages will be
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challenging. However, compilers for these languages also have considerable knowledge about a program’s dynamic structure and this knowledge presents a unique opportunity for providing compiler assistance in the performance tuning process.

This paper explores how a compiler for a data parallel language can play an important role in supporting performance evaluation and tuning. First, whenever possible, performance problems that can be ameliorated automatically by the compiler (using a combination of static analysis and runtime measurements) should be identified and treated as such, so that user involvement in tuning these parts of a program can be minimized. However, support for such self-tuning necessarily relies on a simplified model of program and system behavior which may be violated in practice. We present a performance model for automatically tuning pipelined computations, and we use the results of preliminary experiments with the model to identify a few important steps that we believe should be followed when developing a self-tuning component of an optimizing compiler for a data-parallel language.

When compiler self-tuning is insufficient or impractical, a programmer must first understand the causes of the performance problem and then modify the source code to improve performance. Measurements of dynamic (i.e., runtime) performance information are important for understanding performance problems as well as for compiler self-tuning. We use examples to show that we can exploit the compiler’s knowledge, both of program structure and of what information is important for understanding and tuning specific communication patterns, to reduce dynamic performance measurement to collection of summary statistics about related communication events on each processor. In addition, we describe some useful code transformations whose sole purpose is to provide better performance information.

Once a potential performance optimization has been identified by the programmer, this optimization must be “expressed” in the data parallel source code. We compare unoptimized and optimized versions of two simple numerical kernels to argue that, in order to do this successfully in the abstract programming model provided by the language, a user must have some understanding of a compiler’s optimization and transformation capabilities. Providing such an understanding can help ensure, first, that a programmer’s expectations reflect the compiler’s true abilities, and second, that a programmer has sufficient understanding of the effects (or lack thereof) of program changes to express specific optimizations in a form that can be understood by the compiler. An important caveat is that such an understanding should not come at the expense of the abstract model provided by the language.

Throughout the paper, we illustrate our points with references to benchmark kernels written in Fortran 77D that have been compiled using the Rice University Fortran 77D compiler. Although our insights into the compiler’s role in performance analysis and tuning apply most directly to the Rice Fortran 77D compiler, the similarity of the Fortran D and HPF language models leads us to believe that these results will be applicable to HPF compilers as well.

The structure of the paper is as follows. Section 2 discusses our experiences with the self-tuning model for pipelined computations. Section 3 discusses compiler support for more effective performance measurement.
Section 4 illustrates the need for compiler-aware tuning, i.e., providing an understanding of the compiler’s abilities to the programmer. Section 5 discusses a few compiler enhancements suggested by the above performance studies. Section 6 briefly places this work in the context of previous research with related goals. Section 7 summarizes our conclusions and our plans for future work.

2 Self-Tuning Compiler

A sophisticated compiler for a data parallel language provides a number of opportunities for self-tuning, i.e., alleviating performance bottlenecks by tailoring the executable using a combination of static and dynamic information, with little or no user intervention. We believe it is important to identify such opportunities and minimize user involvement in tuning parts of a program where self-tuning strategies can be applied effectively. Preliminary experiences with the development and use of a performance model for tuning pipelined computations, however, reveal some interesting considerations that arise when putting this approach into practice. In the following, we present a pipeline performance model and then discuss our experiences using the model to tune a pipelined computation in a program. From these experiences we identify a few important steps that we believe should be followed when designing a self-tuning component of an optimizing compiler for data parallel languages.

2.1 A Model for Tuning Pipelined Computations

Pipelining is a strategy for realizing parallelism in computations that are only partially parallel. Pipelining is useful, for example, for parallel execution of a nest of loops in a data parallel program when each iteration of the innermost loop requires results from one or more previous iterations of each of the loops in the nest. If the data is partitioned among the processors, pipelined parallelism can be realized by having each processor compute values for a subset of its data and send partial results to waiting processors before continuing further. The amount of computation for each message sent is referred to as the granularity of the pipeline.

Tuning pipelined computations requires adjusting the granularity to balance the loss of parallelism in the initial and final phases of a pipeline when only a few processors are busy, against the communication overhead in the middle interval which is fully parallel. The length of the initial and final phases is directly proportional to the pipeline granularity, whereas the communication overhead in the middle interval is inversely proportional to the pipeline granularity. In a study of a pipelined Gauss-Seidel relaxation, Rogers and Pingali [21] recognized this trade-off but did not present a model for choosing the pipeline granularity. Hiranandani et. al.[12] present a model for determining optimal granularity in terms of a loop blocking factor based on the simplifying assumptions that communication cost is a constant independent of block size, and that no part of communication latency is overlapped with computation during the execution of the pipeline. Ramanujam and Sadayappan [18, 19] present a related model for choosing the optimal tile size for a wavefront computation; they too assume that communication latency is not overlapped with computation.
Our measurements of Erlebacher indicate that the influence of block sizes on communication time is significant and therefore we incorporate block size in our model. Furthermore, as we motivate below, our model accounts for non-overlapping communication and computation at the leading edge of the pipeline and perfect overlap in the rest of the pipeline.

In a perfect pipeline, every processor performs identical computation, and communication time is identical between every pair of adjacent processors. Under these conditions, as long as the processing time (i.e., computation time plus send and receive overhead) in each pipeline stage is longer than the wire latency for values to propagate between processors, a processor will never block for an incoming message after the first (see Figure 1). In practice, imbalance or variability in computation time, communication overhead, or communication latency can cause pipeline delays. However, such delays are often data or timing dependent, so we choose to ignore their effects in our model. In section 2.3, we discuss a uniform approach for detecting and handling violations of model assumptions.

Here, we present a pipeline model applicable to one-dimensional pipelines in which each processor sends to only one processor and receives from only one other processor. As the basis for our model, consider an $N_1 \times N_2$ matrix partitioned block-wise in the first dimension among $P$ processors. The pipeline granularity is measured in terms of the block size $B$, $1 \leq B \leq N_2$, which is the number of columns to compute in a pipeline stage. The total number of stages in the pipeline is $N_2/B$. The total number of bytes of data transmitted per stage is $m_0 B$. Using our model, we determine the optimal value of $B$, denoted $B_{\text{opt}}$, for which the total execution time of the pipeline is minimized. The total pipeline execution time can be computed as follows (where processors are numbered $0 \ldots P - 1$):

$$T_{\text{pipe}} = \text{time until processor } P - 2 \text{ starts computing} +$$
$$\text{time for processor } P - 2 \text{ to finish } N_2/B \text{ pipeline stages} +$$
$$\text{time for processor } P - 1 \text{ to receive its last message and complete its last pipeline stage}$$

We express these quantities as functions of $B$ and differentiate the expression to find the value $B_{\text{opt}}$ where $T_{\text{pipe}}(B)$ is minimized. Let $T_{\text{stage}}(B)$, $T_{\text{ouhd}}(B)$, $T_{\text{ovhd}}(B)$ and $T_{\text{comm}}(B)$ respectively denote the computation time per stage, the overhead incurred by a processor to send or receive $m_0 B$ bytes of data, and the total time to communicate $m_0 B$ bytes of data from the start of the send operation until the receive operation completes.\footnote{In the model presented, we assume there is no buffering or unbuffering of data other than by the communication routines themselves. Two additional terms can be added to the model to account for separate buffering and unbuffering costs within the program, but we omit them here in the interest of brevity.} As Figure 1 shows, the message wire latency can be ignored in the second term because we assume it is completely overlapped with processing (i.e., computation and send/receive overhead). Thus,

$$T_{\text{pipe}}(B) = (P - 2)(T_{\text{stage}}(B) + T_{\text{comm}}(B)) +$$

$$(P - 2)(T_{\text{stage}} + (N_2 - 1)(T_{\text{ouhd}} + T_{\text{ovhd}} + T_{\text{stage}}) +$$

$$T_{\text{comm}}(B) + T_{\text{stage}}(B)$$
For each $x \in \{\text{comm, souhd, rovhd}\}$, we model $T_x$ as a linear function of $B$: $T_x(B) = C_{i,x}B + C_{f,x}$. We model $T_{\text{stage}} = C_{i,\text{stage}}(\frac{BN_i}{P}) + C_{f,\text{stage}}$, where $C_{i,\text{stage}}$ denotes the cost of the computation per element. A key aspect of the model is that $T_{\text{comm}}(B)$, $T_{\text{souhd}}(B)$ and $T_{\text{rovhd}}(B)$ can be treated as fixed functions for a particular system, and in particular should not depend on variations in program input size or number of processors. Thus, only $C_{i,\text{stage}}$ and $C_{f,\text{stage}}$ have to be estimated for a particular program. Clearly, $C_{i,\text{stage}}$ and $C_{f,\text{stage}}$ could be estimated from two executions of the program that use different block sizes. In section 3, we describe how we could estimate these parameters from a single execution. When applying the model, we assume that these constants are independent of $B$ and also of the input size and the number of processors. In practice, however, these parameters can vary due to cache effects, conditionals and even floating-point operation timings. We discuss how to identify and handle violations of this assumption in section 2.3.

Solving equation (1) to obtain $B_{\text{opt}}$, the value of $B$ that minimizes $T_{\text{pipe}}(B)$, results in:

$$B_{\text{opt}} = \sqrt{\frac{N_2(C_{f,\text{stage}} + C_{f,\text{rovhd}} + C_{f,\text{souhd}})}{(P-1)(C_{i,\text{stage}}N_i + C_{i,\text{comm}}) - C_{f,\text{rovhd}} - C_{f,\text{souhd}}}}$$

(2)

Note that $B_{\text{opt}}$ increases roughly as $1/\sqrt{C_{i,\text{comm}}}$, meaning that as bandwidth increases, larger block sizes are more attractive, and $B_{\text{opt}}$ increases as the fixed overhead for sends or receives increases, agreeing with intuition that larger block sizes are better able to amortize fixed communication overhead. Also note that the model is not restricted to two-dimensional matrix computations: $N_2$ merely denotes the total number of units of work that must be completed per processor, where a unit of work is the smallest available granularity of a pipeline stage. Thus, for an $N_x \times N_y \times N_2$ matrix block-distributed in the Z dimension, the model can be directly applied with $N_2 = N_x \times N_y$.

### 2.2 Applying the pipeline model to Erlebacher

---

2When differentiating (1), we make two simplifications that must be adjusted for: (a) we assume $B$ is a continuous variable, and (b) we ignore the discontinuities in $T_{\text{pipe}}(B)$ that arise because $T_{\text{comm}}$, $T_{\text{souhd}}$ and $T_{\text{rovhd}}$ typically are piecewise linear functions of $B$. In practice, we must find the local minimum for each interval of continuity and then compare $T_{\text{pipe}}(B)$ at all adjacent integer values of these local minima to choose the globally optimal $B_{\text{opt}}$. This approach is valid because $T_{\text{pipe}}(B)$ is convex in each interval of continuity. The approach should also be efficient if there are only a small number of discontinuities (e.g., the iPSC/860 has a single one at $m_0 B = 100$ [2]).
We applied the pipeline model to tune the performance of pipelined phases in ERLEBACHER, a 13 procedure, 800 line benchmark program written by Thomas Edison at the Institute for Computer Applications in Science and Engineering (ICASE). ERLEBACHER performs 3D tridiagonal solves using Alternating-Direction-Implicit (ADI) integration. The tridiagonal solve in each dimension consists of a computation phase followed by a forward and a backward substitution phase. Each of the substitution phases results in a computation wavefront across that dimension of the data. Figure 2 shows the Fortran D source code as well as compiler output for the forward substitution phase in the Z dimension. (Under the data distributions shown, the X and Y dimensional solves compute exclusively with local values, except for a single global sum reduction in each phase.) The compiler employs coarse-grain pipelining (with a default block size of $B = 8$) to parallelize both the the forward and backward (not shown) substitution phases; each pipeline stage consists of 8 iterations of the $i$ loop.

From a single execution of the program on 8 processors with an input matrix of $64 \times 64 \times 64$, we measured the model coefficients described in section 2.1. 3 The function $T_{pipe}$ (B) parameterized with the measured coefficients is shown in Figure 3 for $P = 8$ and $P = 32$. These curves show that substantial improvement

\[\text{subroutine tridpk(a, b, c, d, e, tot)}\]
\[\text{real a(64), b(64), c(64), d(64), e(64)}\]
\[\text{common /dvars/ ..., f(64,64,64)}\]
\[\text{parameter (n,proc = 8)}\]
\[\text{decomposition d(64,64,64)}\]
\[\text{align f with d}\]
\[\text{distribute d(:, :,block)}\]

\[\text{... \*** forward substitution ***}\]
\[\text{do 20 k=2,64-1}\]
\[\text{do 20 j=1,64}\]
\[\text{do 20 i=1,64}\]
\[\text{f(i,j,k)=(f(i,j,k)-a(k)*f(i,j,k-1))*b(k)}\]
\[\text{20 continue}\]
\[\text{...}\]
\[\text{end}\]

(a) Fortran D code

\[\text{subroutine tridpk(a, b, c, d, e, tot)}\]
\[\text{real a(64), b(64), c(64), d(64), e(64)}\]
\[\text{common /dvars/ ..., f(64,64,64)}\]
\[\text{parameter (n,proc = 8)}\]
\[\text{decomposition d(64,64,64)}\]
\[\text{align f with d}\]
\[\text{distribute d(:, :,block)}\]

\[\text{... \*** forward substitution ***}\]
\[\text{do 20 k=2,64-1}\]
\[\text{do 20 j=1,64}\]
\[\text{do 20 i=1,64}\]
\[\text{f(i,j,k)=(f(i,j,k)-a(k)*f(i,j,k-1))*b(k)}\]
\[\text{20 continue}\]
\[\text{...}\]
\[\text{end}\]

(b) Compiler-generated pipelined code

\(\text{(block size } B = 8)\)

**Figure 2** Forward substitution phase in Erlebacher

---

3 In practice, we would not have to measure $C_{f,shd}$, $C_{f,shd}$, $C_{f,shd}$, and $C_{f,shd}$ because these are fixed system values for a given message size. At present, we do not have measurements of these values available. Instead, we measured $T_{shd}$ and $T_{shd}$ and assumed $C_{f,shd} \approx T_{shd}$ and $C_{f,shd} \approx T_{shd}$, i.e., we assumed the components proportional to block size $T_{shd}$ and $T_{shd}$ for $B = 8$ (mq $B = 32$) are small. Values of $C_{f,comm}$ and $C_{f,comm}$ were taken from Bokhari [2]. We also assumed *a priori* that $C_{f,stage} = 0$; see the discussion in section 2.3.
in execution time is possible by adjusting the block size. In fact, a space-time diagram of the pipeline execution viewed using ParaGraph [8] showed that, at the default block size of 8, pipeline stages are very small (resulting in frequent communication) and thus the startup phase is small as well. The small start-up cost indicates that it would be profitable to increase the block size to reduce the overall communication overhead for the pipeline. The model predicts the optimal block size to be $B_{opt} = 88.0$, as shown in Figure 3. Increasing the block-size to $B=64$ yielded substantial improvement in performance. On 8 processors, the measured execution time of each pipeline improves by an average of 34.9% while that of the overall program improves by 15%. (We did not use the actual value of $B_{opt} = 88$ because any value other than a multiple or submultiple of 64 would have required collapsing and linearizing the $i$ and $j$ loops, an arduous task by hand.)

2.3 A strategy for handling violations of model assumptions

In an actual pipeline execution, some of the simplifying assumptions in the model may be violated. For example, in the forward pipeline of ERLEBACHER, our a priori assumption that $C_{f,\text{stage}} = 0$ proved inaccurate, leading to an inaccurate estimate for $C_{l,\text{stage}}$. With this assumption, we estimated $C_{l,\text{stage}} = 3.92 \text{ ms.}$ per element for $B = 8$ on 8 processors; under the same assumptions with $B = 64$, $C_{l,\text{stage}}$ appeared to be 1.68 ms. per element. Actually, $C_{f,\text{stage}} > 0$ in part because the accesses to $a(k)$ and $b(k)$ on the right-hand-side of the recurrence each miss only once every $B$ iterations (see Figure 2b). This implies that
the value of $B_{opt}$ computed from (2) using $C_{i,stage} = 3.92 \text{ } \mu s.$ is likely too low.

As a second example, in our experiments on an iPSC/860 with ERLEBACHER and SOR, we observed that interrupts caused by arriving messages introduce bubbles in an otherwise balanced pipelined computation. Both computations are forward pipelines. In each pipeline, processor 0 does not do any receive operations, so it sends messages at a higher rate than the other processors. Processor 1 is interrupted at a higher frequency which slows its computation, thus slowing the rest of the pipeline to the same degree. After the last message from processor 0 has been received by processor 1, processor 1 sees no more interrupts (though it still executes receive operations) and the entire pipeline speeds up to its “natural frequency” determined by the values of $T_{rouhd}$, $T_{stage}$ and $T_{srouhd}$ at processors $2 \ldots P-2$. This effect is exacerbated with smaller block sizes which cause more frequent communication, implying again that it would be worthwhile to use a larger block size than predicted by the model.

In the above two cases, given that we have access to the compiler under development, we can attempt to account for these effects within the compiled code. The systematic cache effects described above only require a simple additional term ( $C_{i,stage}$ ) in the model. The high rate of interrupts by processor 0 can be slowed down artificially by having processor 1 occasionally send back synchronization messages to processor 0. Alternatively, we can artificially overestimate $B_{opt}$ by using values of $T_{stage}$ measured near the end of the pipeline on each processor. More generally, however, system artifacts that cause less systematic variations in $T_{stage}$, e.g., external system interrupts, less systematic cache effects or floating-point operation timings, cannot be modeled explicitly or adjusted for by improving the generated code. Furthermore, modifying the compiler may itself not be an available option. Thus, a more general approach to handling violations of the tuning model is essential.

Since the assumptions about a parameter like $T_{stage}$ are known in the compiler, the compiler could easily add instrumentation to test these assumptions. For example, the compiler could measure the variability in the measured values of $T_{stage}$ in addition to the mean. The compiler could also test if the mean values of $T_{stage}$ do not fit the assumed linear function by comparing the new mean value obtained after recompiling with the mean value measured in the first execution. When such variations are detected, at a minimum the compiler/performance tool should convey to the user that an assumption in the model has been violated and that the block size chosen for the pipeline may be suboptimal. The user could also be told how much the observed pipeline execution time after recompiling differed from the predicted value, viz. $T_{pipe}$ ( $B_{opt}$ ), and perhaps also given a hint (inferred by the compiler from the observed discrepancy in $T_{stage}$) such as “further increasing the block size might reduce pipeline execution time”. Finally, the compiler should provide a command-line option or directive to control the pipeline block size manually in case the user wants to try to improve the block size by trial and error.

More generally, the above example suggests a general approach to handling violations of assumptions made by a self-tuning performance model. The approach consists of carrying out the following steps for each self-tuning component (i.e., for each self-tuning model):
1. Identify the significant model assumptions, and the qualitative impact on performance when each of the assumptions is violated.

2. Include instrumentation to test the validity of each assumption; this may be in addition to the instrumentation required to apply the model.

3. If an assumption is observed to fail during the self-tuning process, warn the user of the failure and its potential impact on performance.

4. If requested and feasible, suggest “which way” the relevant tuning parameter (e.g., the block size in the pipeline model) might be adjusted to overcome the shortfall.

5. Provide the necessary hooks to allow a sophisticated user to manually tune the relevant portion of the program by trial-and-error (i.e., by repeated recompilation and execution).

These steps provide a uniform approach for handling violations of other assumptions in the pipeline model as well. In particular, simple summary statistics (mean and variance) of the send and receive overheads on each processor enable comparison of observed values of $C_{t, sev}^{ohd}$, $C_{t, sev}^{ohd}$, $C_{t, rov}^{ohd}$ and $C_{t, rov}^{ohd}$ with the assumed system-specific values, and to check for variability in these overhead terms. (Recall that obtaining two data points from a single run enable precise estimation of both the fixed and linear coefficients for each equation.) Accurately synchronized clocks on the different processors would allow us to compare $C_{t, comm}$ as well. Discrepancies or variability in these factors could arise from contention for network links or processor-network interfaces, architectural details that are not reflected in the model, or interference from other concurrently executing programs. Higher observed latencies ( $C_{t, comm}$ ) would suggest using smaller block sizes to reduce the pipeline startup cost, while higher processing overheads for communication would suggest using larger block sizes to better amortize fixed overhead costs. As before, a user should have the option to tune the block size by trial and error.

A key aspect of the process of tuning pipeline performance discussed above is that the only runtime parameter values that must be measured are simple summary statistics about per-stage computation times and send and receive overheads. In section 3, we discuss how the compiler’s knowledge of the pipeline structure can be exploited to increase the efficiency of pipeline instrumentation with little loss of information.

3 Compiling for observability

While compile-time estimates of parameters such as pipeline block size using only static information may lead to good performance, the impact of run-time effects as cache utilization can be difficult to predict and thus dynamic information can be critical for effective performance tuning. For programs written in data parallel languages such as Fortran D, however, the compiler’s knowledge of a program’s structure can be exploited to direct collection of dynamic information. Here, we describe two ways to exploit compiler knowledge: first,
to maximize what can be learned from a single execution, and second, to dramatically reduce the cost of gathering dynamic information for performance tuning.

In section 2.1, we described a model for computing the optimal block size for a pipeline that includes a number of linear terms dependent on the block size. Each term includes both a linear coefficient and a constant coefficient. A single execution of the program using a particular block size is insufficient to measure both of the coefficients for any term. However, there is no reason why we are limited to only a single block size in a pipelined execution. The compiler could split the iteration space of a pipelined loop nest into two halves and arrange to execute each half of the pipelined computation using a different block size. Separate measurements of the different halves of the pipelined computation will provide two data points for each of the terms enabling determination of both of each term’s coefficients from a single execution. The use of two different block sizes would not disrupt the execution other than to introduce some additional waiting due to differences in the appropriate processor skew for the different pipeline granularities. A similar strategy might be useful for evaluating the performance implications of multiple alternative data distributions with a single execution.

The most common strategy for collecting dynamic information about message-passing programs involves tracing each communication event. Such a tracing methodology is embodied in packages such as the PICL communication primitives [7]. However, for understanding and tuning the performance of programs written in data parallel languages, this level of detail often appears unnecessary. For example, to tune a computational loop that exploits coarse-grain pipelining (such as the pipelined forward solve in Erlebacher), we are interested in collecting dynamic information to enable computation of the optimal block size based on the model we described in section 2.1. The dynamic information needed for this purpose consists only of estimates for the various parameters of the pipeline model, information that will enable us to test that none of the model assumptions are being violated, and statistics that describe the overall performance characteristics of the pipelined computation.

Examining these issues in a bit more detail, communication events in pipelined computations can be grouped into two distinct classes: those in the leading edge of the pipeline (the first pipeline stage on each processor), and those in the steady (the remaining stages on each processor). To compute the coefficients for \( T_{iovhd} \) and \( T_{rouhd} \) for the pipeline model, we want to collect information about pipeline stages in the steady state. We can collect statistics about the steady state of the pipeline on each processor merely by excluding communication events the first trip through the pipelined loop nest on each processor. This can be accomplished by having the compiler peel the first iteration of the loop before inserting communication instrumentation in the remaining iterations, which causes almost no perturbation to the execution of the program. Rather than collecting full traces of all communication events in the steady state of a pipelined computation, collecting summary statistics on each processor about overhead observed for each send and receive in the pipeline stage is effective. For most pipelined computations, the length of each pipeline stage is very regular and there all sends or receives will have similar characteristics. MIN and MEAN times for
Table 1  Erlebacher pipeline send and receive statistics for 64x64x64 data size distributed in Z dimension among 8 processors. (All times in milliseconds.)

Table 2  SOR pipeline send and receive statistics for selected processors, with 4096 x 4096 data size distributed in X dimension among 32 processors. (All times in milliseconds.)

communication operations provide the information needed to calculate aggressive or conservative model parameters. The coefficients of variation are useful for verifying the uniformity of activity across the processors and pipeline stages.

We explored using this data collection strategy in the context of the pipelines in Erlebacher. Table 1 shows summary statistics synthesized from dynamic traces of the forward 512-stage pipeline of Erlebacher. The column with the heading first shows the measured time of send (receive) events in the first trip through the pipelined loop. The remaining columns show the mean, coefficient of variation, min, and max timings of communication events in subsequent iterations of the pipelined loop. The table shows that there is significant variation in the receive times in the leading edge of the pipeline. This variation is because processors are not synchronized when entering the pipeline. In subsequent stages of the pipeline, however, the delays due to receive operations on each processor are quite uniform, as shown by the similarity among the mean values for the different processors and the low coefficient of variation for each individual processor.
Table 2 shows the corresponding statistics for another pipelined application kernel, SOR, executing on 32 processors (data for representative processors were selected for the table). Again, the data show significant variation in the receive times in the first pipeline stage, but uniform send and receive costs in the subsequent stages. Thus, in both these cases, it would be effective to record summary statistics instead of the individual send and receive costs of the pipeline stages, thus yielding substantial savings in dynamic trace volume for the pipelined phase.

Here, we have described two novel ways of exploiting compiler knowledge to help harness dynamic information for performance analysis and tuning. While our running example in this section focuses on pipelined computations, the strategy of dynamic trace reduction through collection of only summary statistics is equally applicable to loosely-synchronous computations, e.g. JACOBI and RED-BLACK SOR, as well. We are confident that other opportunities for applying compiler knowledge will become apparent as we gain more experience in this area.

4 Understanding compiler capabilities for performance tuning

Even in an abstract data-parallel programming language such as Fortran D, it is clearly important for a programmer to understand the performance characteristics of the underlying parallel architecture in order to tune the performance of a parallel program effectively. In fact, when working with such a language, it can be equally important for a user to be aware of the broad capabilities of the compiler. In this section we use examples to illustrate the need for compiler-aware tuning and briefly discuss how a user might be provided the requisite knowledge without requiring any understanding of compilation techniques and without unduly corrupting the abstract programming model provided by the language.

DGEFA is a LINPACK subroutine and a principal computational kernel in the LINPACKD benchmark developed by Dongarra et al. [5]. It performs LU decomposition using Gaussian elimination with partial pivoting. The algorithm, shown in Figure 4a, consists of selecting the largest element as the pivot for a particular column $k$, computing the row reduction factors for step $k$ by dividing the column elements by the pivot value, and then reducing every column on the right using these factors. For linear algebra codes such as DGEFA, a cyclic or block-cyclic distribution helps maintain load-balance. In compiling DGEFA, the Fortran D compiler inserts two broadcasts for each step, one to broadcast the pivot element and location, and another to broadcast the row reduction factors. The code generated by the compiler is shown in Figure 4b.

The principal source of performance loss in this program is that other processors have to wait for the pivot processor to compute and broadcast the row-reduction factors for an elimination step. As Hiranandani et al. [12] have shown, an effective hand optimization is to overlap the processing and broadcast of factors for column $k + 1$ with the row-reduction operations that use the factors for column $k$. This can be achieved by computing and broadcasting the factors for column $k + 1$ as soon as factors for column $k$ are received, as shown by the hand-optimized code in Figure 5a. We traced the communication operations in the two versions
program DGGEA
  double precision a(NMAX,NMAX)
  parameter (n_proc = 16)
  C decomposition d(1024, 1024)
  C align a with d
  C distribute d(:, cyclic)
  do k = 1, NMAX-1
    find pivot(k) = max of a(k,k)...a(NMAX,k)
    let pl = row index of pivot
    if ( pivot(k) .ne. 0.0d0 ) then
      exchange a(k,k) and a(pl,k)
      !*** row reduction factors of col k
      do i = k+1, NMAX
        a(i,k) = a(i,k) / a(k,k)
      enddo
      do j = k+1, NMAX
        !*** reduction of col j with factors of col k
        exchange a(k,j) and a(pl,j)
        do i = k+1, NMAX
          a(i,j) = a(i,j) + p(k,j) * a(i,k)
        enddo
      enddo
    endif
  enddo
end
(a) Fortran D code.

program DGGEA
  double precision a(NMAX,NMAX)
  parameter (n_proc = 16)
  do k = 1, NMAX-1
    pivot_proc = MOD(k-1,n_proc)
    if (my_p .eq. pivot_proc) then
      find pivot(k) = max of a(k,k)...a(NMAX,k)
      let pl = row index of pivot
      broadcast [pivot(k),pl]
    else
      receive [pivot(k),pl]
    endif
    if ( pivot(k) .ne. 0.0d0 ) then
      if (my_p .eq. pivot_proc) then
        Compute reduction factors for col k
        broadcast [a(k+1,k)...a(NMAX,k)]
      else
        receive [a(k+1,k)...a(NMAX,k)]
      endif
      L1 = k/n_proc + 1
      if (my_p .lt. pivot_proc) L1 = L1 + 1
      do j = L1, NMAX/n_proc
        Compute row reduction for col j with factors of col k
      enddo
    endif
  enddo
end
(b) Compiler-generated code.

Figure 4  Gaussian elimination with serial processing of pivot column

of the program using the Pablo instrumentation library [20]. Table 6 shows the distribution of idle time by cause in the two versions of the program for a $1024 \times 1024$ matrix on 32 processors. The measurements show that the fraction of total execution time spent waiting for the broadcast values is reduced from 39% to 9%, while total execution time is reduced by 24%. Thus, computing and broadcasting the column of factors for a pivot can largely be overlapped with the elimination step in DGGEA.

Unfortunately, it is difficult for the compiler to deduce and implement this optimization from the original Fortran D source of Figure 4a. The compiler would have to discern the potential gain from moving the broadcast operation from iteration $k+1$ to iteration $k$, detect that the pivot computation of iteration $k+1$ can indeed be performed before the third do loop of iteration $k$, and rearrange the body of the $k$ loop accordingly (including splitting off the first iteration and the leftover work of the last iteration). Such aggressive transformations are outside the scope of the Fortran D compiler and, to our knowledge, any other data parallel compiler as well. Thus, once the source of the performance loss has been found and understood, the user must attempt to convey the optimization to the compiler by modifying the Fortran D source.

To reduce the trial-and-error involved in rewriting the code to express this optimization, an understanding of the capabilities of the compiler is extremely useful. For example, from the “natural” expression of this optimization in Fortran D, shown in Figure 5b, it would still require more sophisticated analysis than presently available to determine that the pivot columns and pivot location computed in loops 1 and 3 are
program DGFA
    double precision a(nMAX, nMAX/n_proc)

    pivot_proc = 0
    if (my_p .eq. pivot_proc) then
        find pivot(1) = max of a(1,1) ... a(nMAX,1)
        let pl = row index of pivot(1)
        broadcast [pivot(1),pl]
        if (pivot(1) .ne. 0.0d0) then
            Compute row reduction for col 1 with factors of col 1
            broadcast [pl, pivot(1), a(2,1) ... a(nMAX,1)]
        endif
    endif

do k = 2, nMAX - 1
    pivot_proc = MOD(k,n_proc)
    last_pivot_proc = MOD(k-1,n_proc)
    if (my_p .ne. last_pivot_proc) then
        receive [pl, pivot(k-1), a(k,k-1) ... a(nMAX,k-1)]
    endif

    if (my_p .eq. pivot_proc) then
        Compute row reduction for col k with factors of col k-1
        find pivot(k) = max of a(k,k) ... a(nMAX,k)
        let pl2 = row index of pivot(k)
        Compute reduction factors for col k
        broadcast [pl2, pivot(k), a(k+1,k) ... a(nMAX,k)]
    endif

    if (pivot(k-1) .ne. 0.0d0) then
        L1 = k/n_proc + 1
        if (my_p .lt. pivot_proc) L1 = L1 + 1
        do j = L1, nMAX/n_proc
            Compute row reduction for col j with factors of col k-1
        enddo
    endif
Compute reduction for col nMAX with factors of col nMAX-1
endo

(a) Hand-optimization to overlap computation and broadcasts of reduction factors with row reductions of previous iteration.

(b) Expressing the optimization in Fortran D.

Figure 5  Minimizing serialization in Gaussian elimination.

required on the following iteration of the k loop by loops 2 and 4, and to place the broadcast receive and send operations appropriately (above Loop 2 and after Loop 3 respectively). An alternative approach would be to avoid the sequential bottleneck of the computation and broadcast of the pivot column by distributing the array in row-cyclic instead of column-cyclic fashion. Unlike the above optimized version, this now requires extra communication in the form of a global reduction to compute the pivot value and location and a broadcast of the pivot row.

Another example of an optimization that requires somewhat sophisticated code-reordering transformations arises in non-pipelined stencil computations such as RED-BLACK SOR or JACOBI. In a column-block distribution of RED-BLACK SOR for example, each processor must receive data from its left and right
neighbors for computing the new values of its own boundary column. However, the non-boundary iterations in the body of each loop do not require non-local values and also do not have to wait for the boundary columns in the same loop to be computed (there are no loop-carried dependences in each of the red and black loops). This optimization has been implemented for the restricted case of FORALL statements in the Kali compiler [16] and previously suggested in [10]. The reduction in waiting time for message receives in the case of RED-BLACK SOR is small but significant since it reduces overhead idle time by nearly half, as shown by the measurements of the send and receive overhead given in Table 7. Exactly the same optimization is possible in Jacobi, and also in shift operations that occur at the start of the distributed phase in Erlebacher.

In general, a sophisticated programmer will have some idea of what a hand-optimized version of the program would look like. Providing an understanding of the compiler’s capabilities can help ensure, first, that the programmer’s expectations about compiler-generated code reflect reality, and second, when certain transformations are beyond the capabilities of the compiler, will guide the programmer in “expressing” these optimizations in the Fortran D source code.⁴

The problem of describing a compiler’s capabilities to a user presents significant challenges, and we only briefly address it here. An important consideration in developing such a description will be to provide a concise and relatively general description of the transformations that are within or beyond the scope of the compiler, without requiring an understanding of compilation techniques and without sacrificing the key advantages of the data-parallel programming model provided by the language. For example, two key transformations the current Fortran D compiler provides is to combine individual array elements required by a particular loop nest in a single message (when permissible by the data dependences in the program) and to reorder the the iteration space of a loop nest to pipeline the computation as implemented in Erlebacher. Some transformations that are beyond the scope of the compiler at present are to distribute a loop so that iterations that require remote memory accesses can be executed separately from those that do not; to reorder the code of one iteration relative to code within the preceding iteration; or to perform code transformations across procedure boundaries. (The latter two transformations are beyond the scope of any data-parallel compiler we are aware of.) In the next subsection, we discuss the various compiler enhancements suggested by the applications studied above.

---

⁴While the additional option of modifying the compiler generated code might be available, this defeats the very purpose of high-level languages like HPF and Fortran D and we do not advocate this approach.
<table>
<thead>
<tr>
<th></th>
<th>TOTAL (sec)</th>
<th>BUSY</th>
<th>IDLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unopt</td>
<td>10.29</td>
<td>92.98%</td>
<td>7.02%</td>
</tr>
<tr>
<td>Opt</td>
<td>10.09</td>
<td>96.33%</td>
<td>3.67%</td>
</tr>
</tbody>
</table>

Figure 7  Improvement with loop distribution in red-black SOR: 4096x4096, block data partition in the first array dimension, 32 processors.

5 Compiler enhancements

The experiments and results of the last three sections suggest a number of enhancements to the compiler. Significant additional functionality is required to support self-tuning in general, and pipeline tuning in particular. In addition, the performance studies of Erlebacher, DGEFA, RED-BLACK SOR, and Jacobi suggest compiler optimizations that can be broadly characterized as increasing the overlap between computation and communication, and one goal of our research is to automate these optimizations in the compiler. We briefly outline these compiler enhancements here.

The additional support required for automatically tuning pipelined loops are the software infrastructure for measuring parameter values and associating them with the corresponding source code sections during subsequent recompilation, and the techniques necessary to give the programmer feedback on the results of self-tuning and appropriate control over the tuning process when model assumptions are observed to be violated. Candidate loop nests for pipelining can be easily identified by data dependence analysis. We plan to implement the model of Section 2.1 as our basic method, although new performance measurements may require us to modify it in the future. (To our knowledge no distributed memory compiler has implemented an explicit model for pipeline optimization, although simple pipelining of loops has been implemented by several compilers, including Vienna Fortran [3] and Id Nouveau [21].) If the performance data is unreliable, compiler switches and directives will allow the programmer to specify the parameters directly. If user input is required, however, it may be simpler to specify the block size directly. In fact, this is the only method that our current compiler allows.

Of the communication optimizations suggested by our performance studies, delaying the computations that access nonlocal data (as discussed for DGEFA and RED-BLACK SOR) requires a relatively straightforward enhancement, and has been previous discussed by Hiranandani et al. [12]. The Kali compiler previously implemented this optimization in the restricted case of FORALL statements embodying shift operations [16]. Of the enhancements required to the Fortran D compiler, relatively simple expressions are available to identify the nonlocal iterations for many common cases [4]. The details of the implementation are also relatively straightforward because the loop bodies can be kept intact.

To our knowledge, no parallelizing compiler has attempted the more difficult analysis and reordering of computations needed in order to deduce the optimization for DGEFA from the original source code of Figure 4. Van de Geijn’s implementation of the LINPACK benchmark on the Intel Delta applied this technique by
hand, as well as using a blocked form of Gaussian elimination to further vectorize communication [23]. In order to be able to carry out the optimizations from the rewritten source code of Figure 5b, the compiler enhancements required are somewhat more straightforward, although, to our knowledge, no parallelizing compiler has implemented this optimization either. First, we must test that it is permissible to promote the send from the top of a loop iteration to a point immediately after the computation of the pivot in the previous iteration. This requires testing that the last loop in the iteration does not modify these pivot values, which is relatively straightforward with the available dependence analysis capabilities of the compiler. The major enhancement required is the ability to separate sends from receives in a general fashion, so as to promote the send as described above. In our compilation framework, collective communications such as broadcasts are implemented with a single call containing both the send and receive. Thus, we must also make some minor modifications to our runtime library.5

6 Related Work

Many previous performance tools for parallel systems support performance monitoring of parallel programs with explicit parallelism, communication and synchronization [17, 20, 8], while some more recent tools support performance debugging of data-parallel programs at the language level [22, 14]. However, there is relatively little work that on integrating performance analysis and compilation, partly because of the lack of availability of sophisticated parallelizing compilers to the performance evaluation community. One such project is the Vienna Fortran Compilation System, which integrates a static performance prediction tool called PPPT into the compilation process [6]. In particular, PPPT uses sequential profiling to obtain iteration counts and branch frequencies and combines this information with static analysis of a parallelized program to predict a number of parallel performance metrics. These metrics can be used by the programmer to tune program performance, or by the compiler to automatically select efficient data distribution strategies. A key difference in the approach described here is that we also propose to integrate compiler information into the process of performance analysis, in order to make dynamic performance instrumentation more efficient and in order to tune portions of the program automatically based on dynamically measured performance information.

Some previous performance tools have attempted to use program information to reduce the volume of information measured at runtime. Sequential profiling tools such as QPT [1] use control-flow analysis to reduce the volume of profiling or tracing data. Dynamic parallel instrumentation in the W3 Search Model [13] reduces the instrumentation data volume by using sampled performance information to selectively insert instrumentation in interesting parts of a program at runtime, in order to answer specific performance queries. In contrast to these general-purpose approaches, we can exploit compiler information about specific

---

5 If the collective communication requires significant computation or routing, the modifications may not be so minor. Fortunately, many parallel machines use communications coprocessors that can perform these tasks.
communication idioms (e.g., pipelining) to carefully choose the metrics that are most useful as well as to extract only the appropriate summary information needed to obtain those metrics.

7 Conclusions

For languages such as Fortran D and HPF to achieve widespread acceptance, effective techniques for performance analysis and tuning of data parallel programs will be essential. Compilers for these languages play a central role in translating abstract programs written in these languages to explicitly parallel SPMD programs. In this paper, we have provided evidence to show that much can be gained from involving the compiler in the performance tuning process.

Compilers for data parallel languages can be involved in the performance analysis and tuning process at several levels. In the best case, compilers can tune the program without user intervention. We described a preliminary investigation of the potential for automatically tuning pipelined computations. Important aspects of this work are development of an accurate model, and presenting a strategy for collecting the parameters needed to use the model. Our experiences show that if self-tuning approaches such as the one we propose are to be accepted, then we must also collect information that (1) provides feedback about the overall performance to verify effectiveness, and (2) helps recognize when the model may fail to provide accurate guidance because of assumptions that are not valid for a particular program.

Dynamic performance measurement is an important component of performance tuning, whether by the compiler or the user. We used examples to show that we can significantly reduce the cost of dynamic performance measurement by exploiting the deep knowledge about a program available in data parallel compilers like the Rice Fortran 77D compiler. For example, we showed how a compiler could arrange to use multiple blocking factors for different intervals of a pipelined computation in the same execution to determine both two coefficients of linear cost models within the pipeline self-tuning model. As a second example, we can use compiler knowledge of a program’s structure as well as a built-in knowledge of what information is important for understanding and tuning specific communication patterns to collect only representative summary statistics to describe related communication events for each processor, thus potentially reducing dynamic trace sizes by orders of magnitude. As an example of this principle, we can separate the steady-state of a pipeline from the leading edge to obtain concise summary statistics of steady-state pipeline timings that provide almost complete information about the performance impact of these events. Even with varying communication behavior, such due to contention, summary statistics can provide substantial information without requiring detailed traces. From these statistical summaries, we can derive parameters for self-tuning models as well as validate the applicability of these models by verifying model assumptions about the homogeneity of work, etc.

When the compiler cannot automatically restructure the code to obtain high performance, it is important that a user be able to (1) understand the source of the problem and (2) improve the performance, overcoming
compiler limitations by supplying additional information. Such additional information could be in the form of directives, or rewriting critical parts of the application in a style where the desired optimizations are more apparent to the compiler. As illustrated with DGEFA, an understanding of the compiler's code-transformation and optimization capabilities can be just as important for performance tuning of data parallel applications as an understanding of the underlying parallel system.

Finally, in our work so far we have considered strategies for automatically tuning program phases in isolation, e.g. individual pipelined computations. However, individually tuning each phase for optimal performance in isolation may not result in optimal performance for the program as a whole, even for programs for which a single static data distribution is appropriate. For example, if a program has two adjacent pipelined computations, tuning each to be of minimal length may not provide best overall performance; rather tuning them together so that the skew in the final phase of the first pipeline matches the skew induced by the initial phase of the second pipeline will minimize total waiting. In future work, we hope to explore the effects of context on tuning as well.
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